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#### Abstract

A new method is presented for the calculation of thermodynamic properties from equilibrium statistical mechanics. Starting from the high-temperature expansion coefficients for the canonical partition function, error bounds are obtained, which are both rigorous and optimal.


## I. INTRODUCTION

The high-temperature expansion method is one of the most widely used techniques in statistical mechanics. It has been used to study the thermodynamic properties of crystalline solids, ${ }^{1}$ binary alloys, ${ }^{2}$ magnetic properties, ${ }^{3}$ pure fluids, ${ }^{4}$ fluid mixtures, ${ }^{5}$ and condensation from gases. ${ }^{6}$ The chief advantage of the method is its wide applicability. The main difficulties of the method are twofold: (1) The series of approximations converges rather slowly, and in

[^0]some cases the series does not converge at all at low temperatures. (2) The results are of unknown accuracy, when the series are extrapolated. ${ }^{7}$

The purpose of this paper is to develop a new method of high-temperature expansion which helps both of these difficulties. Starting from the coefficients in the usual (truncated) high-temperature series, we derive a new sequence of approximations, which (1) converges much more rapidly than the usual high-temperature expansion, and (2) gives precise upper and lower bounds for the partition function (and some other thermodynamic properties), at each order of approximation. These bounds are optimal in the sense that they are the most precise bounds possible, given the coefficients in the usual high-temperature series.

## II. STATEMENT OF PROBLEM: ASSUMPTIONS

We consider closed equilibrium classical or quantumstatistical systems which are described by canonical distribution law over energy $E$ which we write as

$$
\begin{equation*}
e^{-\beta E} d \psi(E) \tag{1}
\end{equation*}
$$

where $\beta$ is the reciprocal temperature, and $d \psi(E)$ is a density of states. We always assume that $\psi(E)$ is a nondecreasing function of $E$. We choose the (arbitrary) zero of energy to be the energy of the ground state of the system. Thus $d \psi(E)$ vanishes for $E<0$.

The problem we pose is to find upper and lower bounds for the canonical partition function defined by the Stieltjes integral

$$
\begin{equation*}
Q(\beta) \equiv \int_{0}^{\infty} e^{-\beta E} d \psi(E) \tag{2}
\end{equation*}
$$

when we are given values for the first $2 M$ moments

[^1]$\mu_{n}$ of the distribution function, defined by
\[

$$
\begin{equation*}
\mu_{n} \equiv \int_{0}^{\infty} E^{n} d \psi(E) \tag{3}
\end{equation*}
$$

\]

for $n=0,1,2, \cdots, 2 M$.
In order for these moments to exist and be finite in a classical mechanical system, it is important to separate out the kinetic energy, and treat (2) as the configurational integral, and the moments $\mu_{n}$ as averages of powers of the potential energy only:

$$
\begin{equation*}
\mu_{n}=\int_{0}^{\infty} V^{n} d \psi(V) . \tag{4}
\end{equation*}
$$

The integrals then are just configuration-space averages of powers of the potential energy. Having a potential-energy function of bounded variation is then sufficient to guarantee their existence.
In quantum-mechanical spin systems (such as the Heisenberg model of ferromagnetism) the energy $E$ in (3) may be taken to be the full spin Hamiltonian $H$. The moments may then be evaluated from the quantum-mechanical trace formula

$$
\begin{equation*}
\mu_{n}=\operatorname{Tr}\left[H^{n}\right] . \tag{5}
\end{equation*}
$$

The power of this method is that one may calculate the trace in any convenient basis.
The usual form of the high-temperature expansion is now readily obtained by expanding the exponential in (2) in its power series and assuming that one can interchange the order of summation and integration,

$$
\begin{equation*}
Q(\beta)=\sum_{n=0}^{\infty}(-\beta)^{n} \mu_{n} / n!. \tag{6}
\end{equation*}
$$

By truncating this sum at successively higher (finite) numbers of terms, one obtains a sequence of approximations to the partition function. The higher the temperature, the smaller $\beta$, and hence the series converges most rapidly at high temperatures. Unfortunately, the convergence is often slow at temperatures of interest.

Since the terms in the series (6) alternate in sign, successive partial sums give crude upper and lower bounds to the infinite sum. However, these bounds are not too useful in practice, because for sufficiently low temperatures the lower bounds become negative; hence they furnish no new information, since we knew anyway that the partition function cannot be negative. Similarly, these upper bounds become larger than $Q(0)$, for low temperatures. But we knew already that $Q(\beta)<Q(0)$, so these upper bounds also fail to yield any information at low temperatures. Even when the temperature is high enough so that these bounds furnish some information, the magnitudes of the error limits are so large (for reasonable
$n \sim 10$ ), that one might be lead to the hasty conclusion that a small finite number of terms in the high-temperature expansion tells one little about the partition function.

We hope to demonstrate in the following sections of this paper that such a conclusion is unduly pessimistic. We will construct a new set of error bounds, based on precisely that information contained in the coefficients of the usual high-temperature series. Our new error bounds are far more precise, by more than a factor of a million in an example given in Sec. V.

## III. GENERAL THEORY

We make use of mathematical results from the theories of continued fractions, ${ }^{8}$ quasi-orthogonal polynomials and the moment problem, ${ }^{9}$ matrix algebra, ${ }^{10}$ and Gaussian-type integration ${ }^{9}$; reference should be made to these works tor further mathematical background. Where possible, we follow the definitions, terminology and notation of Shohat and Tamarkin ${ }^{9}$ (to be referred to as ST in the following).

Consider ${ }^{11 a}$ the function $I(z)$ defined by the Stieltjes integral

$$
\begin{equation*}
I(z) \equiv \int_{0}^{\infty} \frac{d \psi(E)}{z+E} \tag{7}
\end{equation*}
$$

over the nondecreasing distribution $d \psi(E)$. The integrand may be expanded according to a finite geometric series, with remainder term

$$
\begin{align*}
\frac{1}{z+E}=\frac{1}{z}- & \frac{E}{z^{2}}+\frac{E^{2}}{z^{3}} \\
& -\cdots+\frac{(-E)^{n-1}}{z^{n}}+\frac{(-E)^{n}}{z^{n+1}(z+E)} . \tag{8}
\end{align*}
$$

Inserting this series into the integrand in (7) gives

$$
\begin{align*}
& I(z)=\frac{1}{z} \int_{0}^{\infty} d \psi(E)-\frac{1}{z^{2}} \int_{0}^{\infty} E d \psi(E) \\
& +\frac{1}{z^{3}} \int_{0}^{\infty} E^{2} d \psi(E)-\cdots+\frac{1}{z^{n}} \int_{0}^{\infty}(-E)^{n-1} d \psi(E) \\
& \quad+\frac{1}{z^{n+1}} \int_{0}^{\infty} \frac{(-E)^{n} d \psi(E)}{z+E} \tag{9}
\end{align*}
$$

The coefficients of the inverse powers of $z$, are recognized to be just the moments $\mu_{n}$ defined by (3).

[^2]Thus the formal expansion of the integral (7) has the form

$$
\begin{align*}
I(z)=\frac{\mu_{0}}{z}-\frac{\mu_{1}}{z^{2}} & +\frac{\mu_{2}}{z^{3}}-\cdots+(-1)^{n-1} \cdot \frac{\mu_{n-1}}{z^{n}} \\
& +\cdots+\frac{1}{z^{n+1}} \int_{0}^{\infty} \frac{(-E)^{n} d \psi(E)}{z+E} . \tag{10}
\end{align*}
$$

As long as the remainder term is kept, this is just an identity. However, if we let $n \rightarrow \infty$, (10) becomes a formal expansion of the integral in inverse powers of $z$ :

$$
\begin{equation*}
I(z) \sim \frac{\mu_{0}}{z}-\frac{\mu_{1}}{z^{2}}+\frac{\mu_{2}}{z^{3}}-\frac{\mu_{3}}{z^{4}}+\cdots \tag{11}
\end{equation*}
$$

This is ordinarily an asymptotic, but not convergent, series. In order to form a more useful expression, we replace this series by its "corresponding continued fraction"

$$
\begin{equation*}
C(z)=\frac{\alpha_{1}}{z+\frac{\alpha_{2}}{1+\frac{\alpha_{3}}{z+\frac{\alpha_{4}}{1+\cdots}}}} \tag{12}
\end{equation*}
$$

The coefficients $\alpha_{n}$ appearing in this expansion are determined from the moments $\mu_{n}$, by the requirement that a formal expansion of $C(z)$ in powers of $(1 / z)$ have just the same coefficients as those appearing in (11). Values of the first few $\alpha_{n}$ may be derived directly from this definition by equating coefficients of $(1 / z)^{n}$ in these expansions:
$\alpha_{1}=\mu_{0}$,
$\alpha_{5}=\frac{\left(\mu_{0}^{2} \mu_{1} \mu_{2} \mu_{4}-\mu_{0} \mu_{1}^{3} \mu_{4}-\mu_{0} \mu_{1} \mu_{2}^{3}-\mu_{0}^{2} \mu_{1} \mu_{3}^{2}+2 \mu_{0} \mu_{1}^{2} \mu_{2} \mu_{3}\right)}{\mu_{0}\left(\mu_{1} \mu_{3}-\mu_{2}^{2}\right)\left(\mu_{0} \mu_{2}-\mu_{1}^{2}\right)}$.

Obviously this direct matching method cannot be practically applied to higher orders. Explicit general expressions for the $\alpha_{n}$ in terms of the $\mu_{n}$ can be written down, ${ }^{9}$ but they involve determinants of high
order, and are not useful in practice. A convenient recursive method for evaluating the $\alpha_{n}$ is given in Appendix A. In applications, we have always used this recursive method, which we will refer to as the product-difference (PD) algorithm. It follows from the general theory ${ }^{9,11}$ that $\alpha_{n} \geq 0$, provided that $\psi(E)$ is a nondecreasing function which vanishes for $E<0$.

An infinite continued fraction such as (12) has a mathematical meaning only as a limit. If we consider a sequence of "approximants" $C_{n}(z)$, which are the finite, truncated fractions obtained by setting $\alpha_{n+1}=$ $\alpha_{n+2}=\cdots 0$, then $C(z)$ is defined to be

$$
\begin{equation*}
C(z)=\lim _{n \rightarrow \infty} C_{n}(z) \tag{14}
\end{equation*}
$$

Infinite subsets of $C_{n}(z)$ may also be considered in this limit. In particular, the subsequence of the even approximants $C_{2 n}(z)$ and the odd approximants $C_{2 n-1}(z)$ will play an important role in finding our error bounds.

First we consider the even approximants $C_{2 n}(z)$. We claim that the following continued fraction $A^{e}(z)$ has its approximants of order $n$ exactly equal to the even approximants $C_{2 n}(z)$ :

$$
\begin{equation*}
A^{e}(z)=\frac{\alpha_{1}}{z+\alpha_{2}-\frac{\alpha_{2} \alpha_{3}}{z+\alpha_{3}+\alpha_{4}-\frac{\alpha_{4} \alpha_{5}}{z+\alpha_{5}+\alpha_{6}-\cdots}}} \tag{15}
\end{equation*}
$$

The equality $A_{n}^{e}(z)=C_{2 n}(z)$ may be verified by truncating (12) and (15) at appropriate points and rearranging the rational functions thus obtained. [Definition: A continued fraction whose approximants match a subset of the approximants of another continued fraction, is called a contraction of that other fraction. Thus $A^{e}(z)$ is a contraction of $C(z)$. In this particular case the contraction $A^{e}(z)$ has the special name, "the associated continued fraction of even order, of the corresponding continued fraction $C(z) . "]$

We now claim that an exactly equivalent, but more useful, expression for $A_{n}^{e}(z)$ is the following:

$$
A_{n}^{e}(z)=x_{1},
$$

where $x_{1}$ is the first component of the solution to the following set of $n$ simultaneous linear equations:

$$
\begin{aligned}
& =\alpha_{1} \\
& =0 \\
& =0
\end{aligned}
$$

$$
\begin{equation*}
+0 x_{n-2}-\left(\alpha_{2 n-2} \alpha_{2 n-1}\right)^{\frac{1}{2}} x_{n-1}+\left(z+\alpha_{2 n-1}+\alpha_{2 n}\right) x_{n}=0 \tag{16}
\end{equation*}
$$

The equivalence of these two rather different looking expressions for $A_{n}^{e}(z)$ is demonstrated in Appendix B. ${ }^{11 b}$

The linear equations (16) are more conveniently examined in matrix notation:

$$
\begin{equation*}
(z 1+M) \cdot \mathbf{x}=e_{1} \alpha_{1} \tag{17}
\end{equation*}
$$

where $I$ is the $n \times n$ unit matrix, $\mathrm{e}_{1}$ is the unit vector

$$
e_{1} \equiv\left(\begin{array}{l}
1  \tag{18}\\
0 \\
0 \\
0 \\
0
\end{array}\right)
$$

with $n$ rows, and $M$ is an $n \times n$ symmetric tridiagonal matrix

$$
M \equiv\left(\begin{array}{cccccl}
\alpha_{2} & -\left(\alpha_{2} \alpha_{3}\right)^{\frac{1}{2}} & 0 & 0 & 0 & \cdots  \tag{19}\\
-\left(\alpha_{2} \alpha_{3}\right)^{\frac{1}{2}} & \left(\alpha_{3}+\alpha_{4}\right) & -\left(\alpha_{4} \alpha_{5}\right)^{\frac{1}{2}} & 0 & 0 & \cdots \\
0 & -\left(\alpha_{4} \alpha_{5}\right)^{\frac{1}{2}} & \left(\alpha_{5}+\alpha_{6}\right) & -\left(\alpha_{6} \alpha_{7}\right)^{\frac{1}{2}} & 0 & \cdots \\
& & \cdots & \cdots & & -\left(\alpha_{2 n-2} \alpha_{2 n-1}\right)^{\frac{1}{2}}
\end{array}\left(\alpha_{2 n-1}+\alpha_{2 n}\right) .\right.
$$

The formal solution to these linear equations is

$$
\begin{equation*}
\mathbf{x}=\alpha_{1}(z \mid+M)^{-1} \mathbf{e}_{1} . \tag{20}
\end{equation*}
$$

If we now transform to the basis in which the matrix $M$ is diagonal, with eigenvalues $\xi_{j n}^{e}$, and transformation matrix $U$,

$$
\begin{equation*}
\xi_{j n}^{e}=\left(\mathrm{U}^{-1} \mathrm{MU}\right)_{j j}, \tag{21}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathbf{x}=\alpha_{1} U U^{-1}(z \mid+M)^{-1} U U^{-1} \mathbf{e}_{1} \tag{22}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{1}=\sum_{j} \alpha_{1}\left(z+\xi_{j n}^{e}\right)^{-1} U_{1 j} U_{j 1}^{-1} . \tag{23}
\end{equation*}
$$

Since the transformation $U$ is orthogonal ( $M$ is real symmetric), we have $U_{1 j}=U_{j 1}^{-1}$ and

$$
\begin{equation*}
x_{1}=\alpha_{1} \sum_{j}\left(z+\xi_{j n}^{e}\right)^{-1} U_{1 j}^{2} \tag{24}
\end{equation*}
$$

or

$$
\begin{align*}
A_{n}^{e}(z) & =\alpha_{1} \sum_{j=1}^{n} \frac{U_{1 j}^{2}}{\left(z+\xi_{j n}^{e}\right)}, \\
& \equiv \sum_{j=1}^{n} \frac{\rho_{n}^{e}(j)}{\left(z+\xi_{j n}^{e}\right)}, \tag{25}
\end{align*}
$$

where we have set

$$
\begin{equation*}
\rho_{n}^{e}(j) \equiv \alpha_{1} U_{1 j}^{2} . \tag{26}
\end{equation*}
$$

Thus we obtain the relation

$$
\begin{align*}
\int_{0}^{\infty} \frac{d \psi(E)}{z+E} & =\lim _{n \rightarrow \infty} A_{n}^{e}(z), \\
& =\lim _{n \rightarrow \infty} \sum_{j=1}^{n} \frac{\rho_{n}^{e}(j)}{\left(z+\xi_{j n}^{e}\right)} . \tag{27}
\end{align*}
$$

[^3]This is an integration formula for the function $(z+E)^{-1}$ with respect to the weight function $d \psi(E)$. The obvious generalization of (27) to a function $f(E)$ is

$$
\begin{equation*}
\int_{0}^{\infty} f(E) d \psi(E)=\lim _{n \rightarrow \infty} \sum_{j=1}^{n} f\left(\xi_{j n}^{e}\right) \rho_{n}^{e}(j) . \tag{28}
\end{equation*}
$$

Equation (28) is valid whenever the integral converges, provided $f(E)$ is analytic in a region including the positive real axis. In the integration formula (28), the weights $\rho_{n}^{e}(j)$ are obviously positive, from their definition (26), in which $U_{1 j}$ is a real element of an orthogonal transformation matrix, and $\alpha_{1}$ is positive from (13a), (3) and the positive definiteness of the distribution $d \psi(E)$. It is shown in the general theory of the moment problem (ST, p. 109) that all the $\xi_{i n}$ are distinct and positive.
The correspondence between continued fractions and matrix theory which we have just exploited, makes it clear why inverse functions play such an important role. The inverse of a tridiagonal matrix can be calculated directly as a continued fraction, allowing one to evaluate integrals of the Stieltjes transform type (27). General integrals of the type (28) can be calculated only after finding the eigenvalues and eigenvectors of the matrix in (19), whereas for finding its inverse, the eigenvalue calculation is not needed.

What we have done here is to recast the theory of Gaussian-type integration with respect to an arbitrary weight function, into a form in which the positions and weights are determined by the solution to an eigenvalue problem for a real symmetric tridiagonal matrix. The usual form of this integration theory requires one to find roots of high-order polynomials. ${ }^{9}$

The numerical problem of finding roots of high-order polynomials is notoriously ill-conditioned. ${ }^{10}$ In contrast, our solution is obtained in terms of the wellconditioned ${ }^{10}$ eigenvalue problem of a real symmetric tridiagonal matrix, which can be solved accurately by a variety of procedures, without the catastrophic loss of accuracy associated with the corresponding polynomial problem.
The integration formula (28) was based on the even approximants $C_{2 n}(z)$ to the corresponding continued fraction $C(z)$. A second integration formula of this type can be found, starting from the odd approximants $C_{2 n-1}(z)$. The derivation follows steps analogous to those which have taken us from the even contraction $A^{e}(z)$ [Eq. (15)] to the even integration formula (28). The only difference is that in Eqs. (16) and (19), the coefficient $\alpha_{2 n}$ is omitted. This of course changes the numerical values of the eigenvalues and the weights (in fact one of the eigenvalues now lies at $E=0$ ), but the rest of the formal development remains unchanged, giving the odd integration formula

$$
\begin{equation*}
\int_{0}^{\infty} f(E) d \psi(E)=\lim _{n \rightarrow \infty} \sum_{j=1}^{n} \rho_{n}^{o}(j) f\left(\xi_{j n}^{o}\right) . \tag{29}
\end{equation*}
$$

If we now apply these general results to integrating the particular function

$$
\begin{equation*}
f(E)=e^{-\beta E}, \tag{30}
\end{equation*}
$$

we obtain two expressions for the canonical partition function (2),

$$
\begin{align*}
Q(\beta) & \equiv \int_{0}^{\infty} e^{-\beta E} d \psi(E), \\
& =\lim _{n \rightarrow \infty} \sum_{j=1}^{n} \rho_{n}^{e}(j) \exp \left(-\beta \xi_{j n}^{e}\right) \tag{31}
\end{align*}
$$

from (28), and

$$
\begin{equation*}
Q(\beta)=\lim _{n \rightarrow \infty} \sum_{j=1}^{n} \rho_{n}^{o}(j) \exp \left(-\beta \xi_{j n}^{o}\right) \tag{32}
\end{equation*}
$$

from (29).

## IV. ERROR BOUNDS

In actual applications of interest in statistical mechanics, one has available only a finite number of moments $\mu_{n}$, say for $n=0,1,2, \cdots, 2 M$. Thus the infinite limiting processes called for in Eqs. (28) and (29) must be stopped at a finite value $n=M$. Thus we must add "remainder" terms to the truncated integration formulas. Expressions for these remainder terms are derived (ST, p. 119), which can be put into
the form

$$
\begin{equation*}
\int_{0}^{\infty} f(E) d \psi(E)=\sum_{j=1}^{M} \rho_{M}^{e}(j) f\left(\xi_{j M}^{e}\right)+\frac{\alpha_{2 M} \alpha_{2 M+1} f^{(2 M)}(x)}{(2 M)!} \tag{33}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{0}^{\infty} f(E) d \psi(E)= & \sum_{j=1}^{M} \rho_{M}^{o}(j) f\left(\xi_{j M}^{o}\right) \\
& +\frac{\alpha_{2 M-1}^{1} \alpha_{2 M-2}^{1} f^{(2 M-1)}(x)}{(2 M-1)!} \tag{34}
\end{align*}
$$

where $\alpha_{n}^{1}$ are the continued fraction coefficients for the moment problem in which $\mu_{j+1}$ replaces $\mu_{j}$; and where $x$ is somewhere in the interval $[0, \infty]$. Since the $\alpha_{n}$ coefficients are all positive (or zero), the remainder terms for the even or odd approximations take the same signs, respectively, as the even or odd derivatives of $f(E)$.

Applying these results to $f(E)=\exp (-\beta E)$, we see that the even derivatives in this case are positive, and the odd derivatives negative, uniformly on the whole range of integration. Thus we have the following two results, which supply our error bounds: (1) The even approximations to the partition function,

$$
\begin{equation*}
Q_{M}^{e}(\beta) \equiv \sum_{j=1}^{M} \rho_{M}^{e}(j) \exp \left(-\beta \xi_{j M}^{e}\right), \tag{35}
\end{equation*}
$$

furnish a nondecreasing sequence of lower bounds to the partition function. (2) The odd approximations to the partition function,

$$
\begin{equation*}
Q_{M}^{o}(\beta) \equiv \sum_{j=1}^{M} \rho_{M}^{o}(j) \exp \left(-\beta \xi_{j M}^{o}\right), \tag{36}
\end{equation*}
$$

furnish a nonincreasing sequence of upper bounds to the partition function. ${ }^{116}$

Thus the possible error $\epsilon$ in the approximate partition function $\bar{Q}_{M}(\beta)$ is

$$
\begin{equation*}
\epsilon_{M} \leq \frac{1}{2}\left(Q_{M}^{o}-Q_{M}^{e}\right), \tag{37}
\end{equation*}
$$

where the $M$ th approximation to $Q(\beta)$ is

$$
\begin{equation*}
\bar{Q}_{M}(\beta) \equiv \frac{1}{2}\left(Q_{M}^{o}+Q_{M}^{e}\right) . \tag{38}
\end{equation*}
$$

${ }^{11 \mathrm{c}}$ The referee points out that error bounds for integrating functions, all of whose derivatives alternate in sign, have recently been obtained independently by G. A. Baker [Phys. Rev. 161, 434 (1967)], by a completely different method. Our bounds (33) and (34) are considerably more specific, in that the sign of the error is determined by the sign of a single derivative, whereas Baker requires all of the derivatives to alternate in sign. Our results can thus be applied to many other cases, such as functions, some of whose derivatives have a definite sign on the positive real axis, or are bounded there, etc.

Before presenting quantitative examples of these results in Sec . V, we can sketch here the qualitative behavior of these error bounds as a function of temperature $T$. For the even approximations, all of the eigenvalues $\xi_{j n}^{e}$ are positive, since they must lie within the range of integration'(ST, p. 108), which is here the positive real axis. Thus the lower bounds (35) approach zero as $T \rightarrow 0$. However, for finite $T$, they always remain positive, and never give the useless negative values produced by the usual truncated high-temperature expansion (6), at low temperatures.

For the odd approximations, one may show that there is always one and only one eigenvalue ( $\xi_{j M}^{o}$ ) at the ground-state energy $E=0$. Thus the upper bounds tend, as $T \rightarrow 0$, to a finite positive value (between 0 and 1) equal to the weight $\rho_{M}^{\circ}(1)$. This finite value $Q_{X}^{o}(\infty)$ is the maximum possible fraction of the energy spectrum which can be degenerate with the ground state, and still be consistent with the known (first $2 M$ ) moments of the spectrum.

We may remark finally that it can be shown by combining some theorems from the theory of the moment problem, ${ }^{9}$ that the bounds we have obtained are in fact the most precise which are possible, based on a given finite number of terms in the high temperature expansion. In particular, we can explicitly construct distributions $\psi(E)$ which have precisely the same high-temperature expansion, through $2 M$ terms, but whose exact partition functions lie at any point we may choose within the error bounds, including the upper and lower bounds themselves. These lower bounds are attained for the distribution

$$
d \psi(E)=\sum_{j=1}^{M} \rho_{M}^{e}(j) \delta\left(E-\xi_{j M}^{e}\right)
$$

and the upper bounds are attained by taking

$$
d \psi(E)=\sum_{j=1}^{M} \rho_{M}^{o}(j) \delta\left(E-\xi_{j M}^{o}\right) .
$$

Each of these positive distributions has the correct values of the known moments, and thus each is a counterexample against having more precise error bounds from the given information.

## V. TWO EXAMPLES

In this section we apply these results to two examples for which exact results are known. The first example is a classical particle in a $V$-shaped potential well:

$$
V(x)= \begin{cases}x, & |x| \leq 1 \\ \infty, & |x|>1\end{cases}
$$

Table I. Fractional error in configurational integral for a V-well oscillator, using $\mu_{0}, \mu_{1}, \cdots, \mu_{12}$.

| $T^{*}$ | ( $\epsilon$ ) This work | ( $¢$ ) Kramer's series |
| :---: | :---: | :---: |
| 0.02 | $1.9 \times 10^{-1}$ | $\ldots$ |
| 0.03 | $4.2 \times 10^{-2}$ | $\cdots$ |
| 0.04 | $1.0 \times 10^{-2}$ | $\ldots$ |
| 0.05 | $2.6 \times 10^{-3}$ | $\ldots$ |
| 0.06 | $7.6 \times 10^{-4}$ | $\ldots$ |
| 0.08 | $8.2 \times 10^{-5}$ | $\ldots$ |
| 0.10 | $1.2 \times 10^{-5}$ |  |
| 0.12 | $2.2 \times 10^{-8}$ | $\cdots$ |
| 0.15 | $2.4 \times 10^{-7}$ | $\cdots$ |
| 0.20 | $1.2 \times 10^{-8}$ | $9.9 \times 10^{-2}$ |
| 0.30 | $1.3 \times 10^{-10}$ | $5.2 \times 10^{-4}$ |
| 0.40 | $4.7 \times 10^{-12}$ | $1.3 \times 10^{-5}$ |
| 0.50 | $3.5 \times 10^{-18}$ | $7.6 \times 10^{-7}$ |
| 0.60 | $4.0 \times 10^{-14}$ | $7.6 \times 10^{-8}$. |

The configurational density of states in this case is simply

$$
d \psi(V)= \begin{cases}d V, & 0 \leq V \leq 1 \\ 0, & 1<V\end{cases}
$$

This case thus corresponds to integration with respect to a constant weight over a finite interval, and hence the abscissas $\xi_{j n}^{e}$ and weights $\rho_{n}^{e}(j)$ are just those of Gaussian quadrature. We have checked a number of the $\xi_{j n}^{e}$ and $\rho_{n}^{e}(j)$ generated by our method, with those tabulated ${ }^{12}$ for Gaussian quadrature, and obtain agreement to 13 of the 14 figures carried in the calculation (which was carried out on a CDC 6400 computer). This not only checks the method, but also verifies the expected numerical stability of the matrix formulation. The diagonalization was carried out using the $Q-R$ algorithm. ${ }^{13}$

The moments in this case are given by

$$
\mu_{n} \equiv\left\langle V^{n}\right\rangle=1 /(n+1)
$$

From these moments the approximate configurational integrals $\bar{Q}_{M}$ (38) were constructed, along with the error bounds $\epsilon$ in (37).

The exact configuration integral for this V -well model is

$$
Q(\beta)=[1-\exp (-\beta)] / \beta
$$

In all cases tried the $\bar{Q}_{M}$ converged nicely to this exact function, and every stage stayed within the error bounds. The error bounds decreased smoothly and rapidly as the number of moments was increased,

[^4]Table II. Number of moments required to obtain an accuracy of better than $1 \%$ in the configurational integral, for a V-well oscillator.

| $T^{*}$ | This work | Kramer's series |
| :---: | :---: | :---: |
| 0.04 | 12 | 68 |
| 0.05 | 11 | 55 |
| 0.06 | 10 | 46 |
| 0.08 | 9 | 35 |
| 0.10 | 8 | 28 |
| 0.12 | 7 | 24 |
| 0.15 | 6 | 19 |
| 0.20 | 6 | 15 |
| 0.30 | 5 | 10 |
| 0.40 | 4 | 8 |

until the fractional error reached about $10^{-14}$, after which it was lost in the round-off error of the 14 figure calculation.

The usual high-temperature series (6) for this model is

$$
Q(\beta)=\sum_{n=0}^{\infty} \frac{(-\beta)^{n}}{(n+1)!}
$$

In Table I our error bounds are compared to those given by this usual high-temperature series, for a typical case of a 12 -term series. Our method produces error bounds which are more than a million times smaller than the usual series, for the same number of terms. Furthermore, the relative advantage of our method increases as the number of terms kept in both series increases.

If one asks for results of a given accuracy (say $1 \%$ ), Table II compares the number of terms which are required to obtain that accuracy, for a V-well oscillator. Considering the enormously increasing difficulty of evaluating higher terms in expansions for realistic statistical problems, the smaller number of terms required for a given accuracy is a great advantage for our method.

The second example we consider is the twodimensional Ising model, for which we can compare our results with the famous exact solution of Onsager. ${ }^{14}$ Of particular interest is the partition function for this model, when the number of sites $N$ becomes infinite. In order to obtain finite moments as $N \rightarrow \infty$, we may consider the high-temperature expansion of the partition function per site, which is defined by

$$
Q=\lim _{N \rightarrow \infty}\left(Q_{N}\right)^{1 / N}
$$

where $Q_{N}$ is the partition function for a model with $N$ sites. The high-temperature expansion for $Q$ is

[^5]independent of $N$, and can be obtained by rearranging the hyperbolic tangent expansion of Kramers and Wannier ${ }^{3}$ and Onsager. ${ }^{14}$ In general, the $N$ th root of a partition function need not be expressible as a Laplace integral (2) with a nondecreasing distribution function. Such a nondecreasing distribution does appear to exist for the two-dimensional Ising model in zero field, since the coefficients $\left(\alpha_{2 n} \alpha_{2 n+1}\right)$ turn out to be positive (at least through $n=8$ ). These are necessary conditions for a nondecreasing distribution, and sufficient conditions if true for all $n$. However, the distribution of states corresponding to this expansion is symmetric about $E=0$ and extends to $\pm \infty$, rather than starting at 0 as we assumed in deriving the error bounds. Because of this extension to $-\infty$, the error term in (34) is no longer applicable, and hence no upper bound (36) is furnished in this case. This failure of the upper bound might be expected in this case, since the model exhibits a phase transition at which the heat capacity becomes infinite, ${ }^{14}$ so that one could hardly expect to find upper bounds to thermodynamic properties in this case. Nevertheless, the even error term (33) continues to be valid, and yields lower bounds which are remarkably accurate. In Fig. 1 we have plotted the error in these lower bounds, as a function of the number of moments ( $2 M$ ) used, for the partition function at the critical temperature $T_{c}$ of the infinite two-dimensional Ising model. For comparison, we have also plotted the error of the hightemperature (hyperbolic tangent) series of Kramers and Wannier, ${ }^{3}$ as a function of the number of terms. The greatly improved accuracy and rate of convergence


Fig. 1. Fraction error in various approximations to partition function of the 2 -dimensional Ising model on a quadratic lattice, at the critical temperature, as a function of the number ( $2 M$ ) of moments used in constructing the approximation.

Table III. Product-difference table for the corresponding continued fraction, including all those terms which can be calculated using $\mu_{0}, \mu_{1}, \mu_{2}, \mu_{3}$, and $\mu_{4}$.

|  | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: |
| 1 | 1 | $\mu_{0}$ | $\mu_{1}$ | $\left(\mu_{0} \mu_{2}-\mu_{1}^{2}\right)$ | $\mu_{0}\left(\mu_{3} \mu_{1}-\mu_{2}^{2}\right)$ | $\left(\mu_{0}^{2} \mu_{1} \mu_{2} \mu_{4}-\mu_{0} \mu_{1}^{3} \mu_{4}-\mu_{0} \mu_{1} \mu_{2}^{3}-\mu_{0}^{2} \mu_{1} \mu_{3}^{2}+2 \mu_{0} \mu_{1}^{9} \mu_{2} \mu_{3}\right)$ |
| 2 | 0 | $-\mu_{1}$ | $-\mu_{2}$ | $-\left(\mu_{0} \mu_{3}-\mu_{2} \mu_{1}\right)$ | $\mu_{0}\left(\mu_{2} \mu_{3}-\mu_{1} \mu_{4}\right)$ |  |
| 3 | 0 | $\mu_{2}$ | $\mu_{3}$ | $\left(\mu_{0} \mu_{4}-\mu_{1} \mu_{3}\right)$ |  |  |
| 4 | 0 | $-\mu_{3}$ | $-\mu_{4}$ |  |  |  |
| 5 | 0 | $\mu_{4}$ |  |  |  |  |
| 6 | 0 |  |  |  |  |  |

of our method is apparent. It is important to emphasize that precisely the same combinational information is required to construct our $2 M$ th-order approximation, as is required to find $2 M$ terms in the usual high-temperature series.
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## APPENDIX A: CONSTRUCTION OF THE CORRESPONDING CONTINUED FRACTION

The basic data we use are the moments $\mu_{n}$, from which we want to construct the coefficients of the corresponding continued fraction (15). We set out the moments as the second column of Table III. The first column is initialized to zero, except for the $(1,1)$ element $P_{11}$ which is taken as unity. The table is then filled up by columns, proceeding to the right from column 3, according to a "product-difference" (PD) recursion relation

$$
\begin{equation*}
P_{i j}=P_{1, j-1} \cdot P_{i+1, j-2}-P_{1, j-2} \cdot P_{i+1, j-1} . \tag{A1}
\end{equation*}
$$

Within each column one starts at the top and works downward. When a triangular portion of the table

$$
\begin{array}{ccccc}
b_{1} x_{1} & -\left(a_{2}\right)^{\frac{1}{2}} x_{2} & +0 x_{3} & +0 x_{4} & 0 \\
-\left(a_{2}\right)^{\frac{1}{2}} x_{1} & +b_{2} x_{2} & -\left(a_{3}\right)^{\frac{1}{2}} x_{3} & +0 x_{4} & 0 \\
0 x_{1} & -\left(a_{3}\right)^{\frac{1}{2}} x_{2} & +b_{3} x_{3} & -\left(a_{4}\right)^{\frac{1}{2}} x_{4} & 0
\end{array}
$$

is complete, then the $\alpha_{n}$ are given by

$$
\begin{equation*}
\alpha_{n}=P_{1, n+1} /\left(P_{1, n} \cdot P_{1, n-1}\right) . \tag{A2}
\end{equation*}
$$

This scheme has many points in common with Rutishauser's quotient-difference (QD) algorithm, ${ }^{15}$ which starts from moment ratios, rather than the moments themselves, and produces the $\alpha_{n}$ by alternating quotients and differences. Essentially the same results are obtained by the PD and QD algorithms. The main advantage of the PD method is that it saves all divisions until the end, whereas the QD algorithm may break down during iteration because of trying to divide by zero or a very small number.

Both the PD and QD algorithms are rather sensitive to round-off error, and must be carried out with double precision arithmetic. In this respect, the PD algorithm has an additional advantage, in that the entire recursion (A1) can be carried out in the field of exact integer arithmetic, completely avoiding the round-off error.
The standard formal mathematical method of constructing the $\alpha_{n}$ is through the Hankel determinants. ${ }^{9}$ Since the evaluation of the determinants needed requires $\sim n!$ multiplications and additions, compared to the $\sim n^{2}$ operations required to construct the PD table, it is clear that the recursion schemes are more suitable for calculation.

## APPENDIX B: PROOF OF EQ. (16)

We wish to show that the first component $x_{1}$ of the solution to the set of linear equations

$$
\begin{array}{rlrl}
\cdots & & =-a_{1} \\
\cdots & & =0 \\
\cdots & & =0 \\
-\left(a_{n-1}\right)^{\frac{1}{2}} x_{n-2} & +b_{n} x_{n-1} & -\left(a_{n}\right)^{\frac{1}{2}} x_{n} & =0 \\
0 x_{n-2} & -\left(a_{n}\right)^{\frac{1}{2}} x_{n-1} & +b_{n} x_{n} & =0
\end{array}
$$

[^6]is equivalent to the value of the fraction
\[

$$
\begin{aligned}
f \equiv \frac{-a_{1}}{b_{1}-\frac{a_{2}}{b_{2}-\frac{a_{3}}{b_{3}-\cdots}}} & \\
& \cdots \\
& \frac{-a_{n-1}}{b_{n-1}-\frac{a_{n}}{b_{n}}}
\end{aligned}
$$
\]

We solve the linear equations by Gaussian elimination, starting at the bottom. From the last equation, we have

$$
-\left(a_{n}\right)^{\frac{1}{2}} x_{n}=\left(-a_{n} \mid b_{n}\right) x_{n-1} .
$$

Substituting this into the second-to-last equation and solving gives

$$
-\left(a_{n-1}\right)^{\frac{1}{2}} x_{n-1}=\left(\frac{-a_{n-1}}{b_{n-1}-\frac{a_{n}}{b_{n}}}\right) x_{n-2}
$$

Similarly substitution of this into the third equation from the bottom gives
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$$
-\left(a_{n-2}\right)^{\frac{1}{2}} x_{n-2}=\left(\frac{-a_{n-2}}{b_{n-2}-\frac{a_{n-1}}{b_{n-1}-\frac{a_{n}}{b_{n}}}}\right) x_{n-3}
$$

It is by now clear that each of the factors in parenthesis represent larger and larger portions of the bottom of the fraction $f$. At the last stage,

$$
-\left(a_{2}\right)^{\frac{1}{2}} x_{2}=\left(\begin{array}{ccc}
\frac{-a_{2}}{b_{2}-\frac{a_{3}}{b_{3}-\frac{a_{4}}{b_{4}-}}} & & \\
& & \\
& & \\
& & \\
& & \frac{-a_{n}}{b_{n}}
\end{array}\right) x_{1}
$$

Substituting this into the first linear equation, and solving finally for $x_{1}$, gives the desired result

$$
x_{1}=\frac{-a_{1}}{b_{1}-\frac{a_{2}}{b_{2}-\frac{a_{3}}{b_{3}-\cdots}}}
$$
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[^10]explicit matrix representations of the group generators; Clebsch-Gordan coefficients for reducing products of representations are also often needed. To calculate these in a simple form, polynomial bases for the irreducible representations are a useful tool.
In this paper we derive polynomial bases for $O(5)$; the generator matrix elements appear as part of the derivation. The Clebsch-Gordan coefficients we leave for the future.

## 2. COMMUTATION RULES AND PHASE CONVENTIONS

The ten (Hermitian) generators of $O(5)$, the group of rotations in five dimensions, may be taken as $J_{i j}=-J_{j i} ; i \neq j ; i, j=1, \cdots, 5$. $J_{i j}$ generates rotations in the $i j$ plane.

The commutation rules for the $J$ 's are

$$
\begin{equation*}
\left[J_{i j}, J_{k l}\right]=i\left(\delta_{i k} J_{j l}+\delta_{j l} J_{i k}-\delta_{i l} J_{j k}-\delta_{j k} J_{i l}\right) \tag{2.1}
\end{equation*}
$$

We define

$$
\begin{array}{ll}
S_{1}=\frac{1}{2}\left(J_{23}+J_{14}\right), & S_{2}=\frac{1}{2}\left(J_{31}+J_{24}\right), \\
S_{3}=\frac{1}{2}\left(J_{12}+J_{34}\right), & T_{1}=\frac{1}{2}\left(J_{23}-J_{14}\right), \\
T_{2}=\frac{1}{2}\left(J_{31}-J_{24}\right), & T_{3}=\frac{1}{2}\left(J_{12}-J_{34}\right),  \tag{2.2}\\
U_{ \pm}=J_{15} \pm i J_{25}, & V_{ \pm}=J_{35} \pm i J_{45} .
\end{array}
$$

Then $S, T$ are two commuting spins which generate $O(4)$ transformations. ${ }^{5}$ We give the nonzero commutators of the generators $S, \bar{T}, U_{ \pm}, V_{ \pm}$, omitting the well-known rules for $S_{ \pm}, S_{3}$ (and $T_{ \pm}, T_{3}$ ) with each other; $S_{ \pm}, T_{ \pm}$mean $S_{1} \pm i S_{2}, T_{1} \pm i T_{2}$ :

$$
\begin{array}{ll}
{\left[S_{3}, U_{ \pm}\right]= \pm \frac{1}{2} U_{ \pm},} & {\left[T_{3}, U_{ \pm}\right]= \pm \frac{1}{2} U_{ \pm},} \\
{\left[S_{3}, V_{ \pm}\right]= \pm \frac{1}{2} V_{ \pm},} & {\left[T_{3}, V_{ \pm}\right]=\mp \frac{1}{2} V_{ \pm},} \\
{\left[S_{ \pm}, U_{\mp}\right]= \pm V_{ \pm},} & {\left[T_{ \pm}, U_{\mp}\right]= \pm V_{\mp},}  \tag{2.3}\\
{\left[S_{ \pm}, V_{\mp}\right]=\mp U_{ \pm},} & {\left[T_{ \pm}, V_{ \pm}\right]=\mp U_{ \pm},} \\
{\left[U_{ \pm}, V_{ \pm}\right]=\mp 2 S_{ \pm},} & {\left[U_{ \pm}, V_{\mp}\right]=\mp 2 T_{ \pm} .}
\end{array}
$$

All but the last two relations are summarized by the remark that $U_{ \pm}, V_{ \pm}$under $O(4)$ form a ( $\frac{1}{2} \frac{1}{2}$ ) quartet of operators $\mathbf{U}_{s_{3} t_{3}}^{\frac{1}{2} \frac{1}{2}}$ with

$$
\begin{align*}
\mathbf{U}_{\frac{1}{2} \frac{1}{2}}^{\frac{1}{2}}=-U_{+}, & \mathbf{U}_{\frac{1}{2}-\frac{1}{2}}^{\frac{1}{2}}=V_{+} \\
\mathbf{U}_{-\frac{1}{2}-\frac{1}{2}}^{\frac{1}{2}} & =U_{-}, \tag{2.4}
\end{align*} \quad \mathbf{U}_{-\frac{1}{2} \frac{1}{2} \frac{1}{2}}=V_{-} .
$$

We use states in which $S_{3}, T_{3}$ are diagonal. If $S_{3}, T_{3}$ are plotted as Cartesian coordinates, the other generators move states as shown in the "root diagram," Fig. 1.

A systematic derivation of the root diagram and the corresponding generators is described by BDFL; our generators are related to theirs by $S_{ \pm}=(6)^{\frac{1}{2}} E_{ \pm 1}$,

[^11]

Fig. 1. The 10 generators of $O(5)$; the arrows show the amount by which the eight nondiagonal generators $S_{ \pm}, T_{ \pm}, U_{ \pm}, V_{ \pm}$move the point $\left(S_{3}, T_{3}\right)$ whose coordinates are the eigenvalues of the two diagonal generators.
$T_{ \pm}=(6)^{\frac{1}{3}} E_{ \pm 3}, \quad U_{ \pm}=-2(3)^{\frac{1}{2}} E_{ \pm 2}, \quad V_{ \pm}=2(3)^{\frac{1}{2}} E_{\mp 4}$, $S_{3}=2(3)^{\frac{1}{2}} H_{1}, T_{3}=2(3)^{\frac{1}{2}} H_{2}$.
$O(5)$ representations may be labeled by two nonnegative integers $(p, q)$; they are the $\left(\lambda_{1}, \lambda_{2}\right)$ of BDFL, or the $\left(2 \mu_{2}, \mu_{1}-\mu_{2}\right)$ of Hamermesh. ${ }^{6}$ According to BDFL, p. 8, we need $\frac{1}{2}(r-3 l)=2$ quantum numbers to label states besides the eigenvalues of $S_{3}, T_{3}$; here $r=10$ is the number of generators and $l=2$ is the largest number of mutually commuting generators. We choose to use the pair $S$, $T$ which label $O(4)$ representations. Thus our general state is $\left|p q ; S T ; S_{3} T_{3}\right\rangle$; where there is no ambiguity we may suppress the $p q$ labels.

We adopt the Condon-Shortley phase convention for the $S$ and $T$ spin states in each $O(4)$ basis. To define the relative phases of different $O(4)$ bases we invoke the $O$ (4) Wigner-Eckart theorem:

$$
\begin{align*}
& \left\langle S^{\prime} T^{\prime} ; S_{3}^{\prime} T_{3}^{\prime}\right| \mathbf{B}_{s_{3} t_{3}}^{s t}\left|S T ; S_{3} T_{3}\right\rangle \\
& =\left\langle S^{\prime} T^{\prime}\|\mathbf{B}\| S T\right\rangle\left\langle S S_{3} S_{3} \mid S^{\prime} S_{3}^{\prime}\right\rangle\left\langle T T_{3} t t_{3} \mid T^{\prime} T_{3}^{\prime}\right\rangle \\
& \quad \times\left[\left(2 S^{\prime}+1\right)\left(2 T^{\prime}+1\right)\right]^{-\frac{1}{2}} ; \quad( \tag{2.5}
\end{align*}
$$

we use the double bar notation throughout to denote $O$ (4) reduced matrix elements. We now ask that the reduced matrix element $\left\langle S^{\prime} T^{\prime}\|U\| S T\right\rangle$ be positive when $\Delta S=\frac{1}{2}, \Delta T=\frac{1}{2}$, when $\Delta S=\frac{1}{2}, \Delta T=-\frac{1}{2}$, when $\Delta S=-\frac{1}{2}, \Delta T=\frac{1}{2}$ and negative when $\Delta S=$ $-\frac{1}{2}, \Delta T=-\frac{1}{2}$. Here $\Delta S, \Delta T=S^{\prime}-S, T^{\prime}-T$. It then turns out that all matrix elements of $U_{ \pm}, V_{ \pm}$ are positive except those of $U_{+}$with $\Delta S=\frac{1}{2}, \Delta T=\frac{1}{2}$, of $U_{-}$with $\Delta S=-\frac{1}{2}, \Delta T=-\frac{1}{2}$, of $V_{+}$with $\Delta S=$ $-\frac{1}{2}, \Delta T=\frac{1}{2}$, and of $V_{-}$with $\Delta S=\frac{1}{2}, \Delta T=-\frac{1}{2}$, which are negative.

[^12]
## 3. THE REPRESENTATIONS ( $p, 0$ ) AND $(0, q)$

The basic $(1,0)$ representation contains two $O(4)$ representations ( $\frac{1}{2} 0$ ) and ( $0 \frac{1}{2}$ ). The basis states $\alpha=\left|\frac{1}{2} 0 ; \frac{1}{2} 0\right\rangle, \beta=\left|\frac{1}{2} 0 ;-\frac{1}{2} 0\right\rangle, \gamma=\left|0 \frac{1}{2} ; 0 \frac{1}{2}\right\rangle$, $\delta=\left|0 \frac{1}{2} ; 0-\frac{1}{2}\right\rangle$ are shown in Fig. 2(a). It can be verified that we reproduce the correct commutation rules if we represent the generators by the differential operators

$$
\begin{array}{ll}
S_{3}=\frac{1}{2}\left(\alpha \partial_{\alpha}-\beta \partial_{\beta}\right), & T_{3}=\frac{1}{2}\left(\gamma \partial_{\gamma}-\delta \partial_{\delta}\right), \\
S_{+}=\alpha \partial_{\beta}, & S_{-}=\beta \partial_{\alpha}, \\
T_{+}=\gamma \delta_{\delta}, & T_{-}=\delta \partial_{\gamma},  \tag{3.1}\\
U_{+}=\gamma \partial_{\beta}+\alpha \partial_{\delta}, & U_{-}=\beta \partial_{\gamma}+\delta \partial_{\alpha}, \\
V_{+}=\alpha \partial_{\gamma}-\delta \partial_{\beta}, & V_{-}=\gamma \partial_{\alpha}-\beta \partial_{\delta} .
\end{array}
$$

The representation $(p, q)$ has dimension

$$
\frac{1}{6}(p+1)(q+1)(p+q+2)(p+2 q+3)
$$

according to BDFL. For $q=0$ this is just the number of monomials of degree $p$ in four variables. In fact we see that
$\left|p 0 ; S T ; S_{3} T_{3}\right\rangle$
$=\frac{\alpha^{S+S_{3}} \beta^{S-S_{3}} \gamma^{T+T_{3}} \delta^{T-T_{3}}}{\left[\left(S+S_{3}\right)!\left(S-S_{3}\right)!\left(T+T_{3}\right)!\left(T-T_{3}\right)!\right]^{\frac{1}{2}}}$.
For these ( $p 0$ ) states $S$ and $T$ are not independent but

$$
\begin{equation*}
T=\frac{1}{2} \stackrel{p}{p}-S \tag{3.3}
\end{equation*}
$$

Hence we may without ambiguity suppress $T$ in the state label. $S$ takes integer and half-integer values in the range $0 \leq S \leq p / 2$.

The $(0,1)$ representation contains two $O(4)$ representations $\left(\frac{1}{2}, \frac{1}{2}\right)$ and $(0,0)$. The basis states $\eta=\left|\frac{1}{2} \frac{1}{2} ; \frac{1}{2} \frac{1}{2}\right\rangle, \boldsymbol{\xi}=\left|\frac{1}{2} \frac{1}{2} ;-\frac{1}{2}, \frac{1}{2}\right\rangle, \theta=\left|\frac{1}{2} \frac{1}{2} ; \frac{1}{2},-\frac{1}{2}\right\rangle$, $\zeta=\left|\frac{1}{2} \frac{1}{2} ;-\frac{1}{2}-\frac{1}{2}\right\rangle, \lambda=|00,00\rangle$ are shown in Fig. 2(b). It can be verified that the commutation rules are reproduced if we write

$$
\begin{array}{ll}
S_{3}=\frac{1}{2}\left(\eta \partial_{\eta}+\theta \partial_{\theta}-\xi \partial_{\xi}-\zeta \partial_{\zeta}\right), \\
T_{3}=\frac{1}{2}\left(\eta \partial_{\eta}+\xi \partial_{\xi}-\theta \partial_{\theta}-\zeta \partial_{\zeta}\right), \\
S_{+}=\eta \partial_{\xi}+\theta \partial_{\zeta}, & S_{-}=\xi \partial_{\eta}+\zeta \partial_{\theta},  \tag{3.4}\\
T_{+}=\eta \partial_{\theta}+\xi \partial_{\zeta}, & T_{-}=\theta \partial_{\eta}+\zeta \partial_{\xi}, \\
U_{+}=(2)^{\frac{1}{2}}\left(\lambda \partial_{\zeta}-\eta \partial_{\lambda}\right), & U_{-}=(2)^{\frac{1}{2}}\left(\zeta \partial_{\lambda}-\lambda \partial_{\eta}\right), \\
V_{+}=(2)^{\frac{1}{2}}\left(\theta \partial_{\lambda}+\lambda \partial_{\xi}\right), & V_{-}=(2)^{\frac{1}{2}}\left(\lambda \partial_{\theta}+\xi \partial_{\lambda}\right) .
\end{array}
$$

Now $\eta \zeta-\xi \theta+\frac{1}{2} \lambda^{2}$ is an $O(5)$ scalar so to avoid duplication of representations we must discard states proportional to powers of it. The number of monomials of degree $q$ in five variables is

$$
{ }_{24}^{\frac{1}{4}}(q+1)(q+2)(q+3)(q+4)
$$

The number of discarded states is the same, with $q$ replaced by $q-2$; the remaining number is just the required dimension of the representation $(0, q)$.

For $(0, q)$ states, it turns out that $S=T$, so again we may suppress $T$ from the state label; $S$ takes


Fig. 2. The two basic representations of $O(5)$; (a) shows the four states of the ( 1,0 ) representation; (b) shows the five states of the ( $Q 1$ ) representation.
integer and half-integer values in the range $0 \leq$ $S \leq q / 2$. We find
$|0 q ; S ; S S\rangle$
$=N_{S} \eta^{2 S} \sum_{x} \frac{\lambda^{a-2 S-2 x}(\xi \theta-\eta \zeta)^{x}}{2^{x} x!(q-2 S-2 x)!(x+2 S+1)!}$
with

$$
\begin{align*}
N_{S}=\{[(2 S+1) & (q-2 S)!(q+2 S+2)! \\
& \left.\left.\times(q+1)!2^{q-2 S}\right] /(2 q+2)!\right\}^{\frac{1}{2}} . \tag{3.6}
\end{align*}
$$

To derive Eq. (3.5) we first assume $|0 q ; S ; S S\rangle=$ $\eta^{2 S} F(\lambda, \eta \zeta-\xi \theta)$; since $\lambda$ and $\eta \zeta-\xi \mu$ are the only $O(4)$ scalars, this is the most general form with the correct $O(4)$ behavior. $F$ is a polynomial of degree $q-2 S$ in $\eta \xi \theta \zeta \lambda$ and may be determined to within a multiplicative constant by the condition

$$
\begin{equation*}
\left(\partial_{\eta} \partial_{\zeta}-\partial_{\xi} \partial_{\theta}+\frac{1}{2} \partial_{\lambda}^{2}\right) \eta^{2 S} F=0 \tag{3.7}
\end{equation*}
$$

The operator in Eq. (3.7) obviously gives zero on the perimeter state $\eta^{q} /(q!)^{\frac{1}{2}}$; and since it is an $O(5)$ scalar and commutes with all the generators, it must give zero on every state.
The normalization constant (3.6) is fixed by demanding the equality of the matrix elements

$$
\left\langle S+\frac{1}{2} ; S+\frac{1}{2} S+\frac{1}{2}\right| U_{+}|S ; S S\rangle
$$

and

$$
\langle S ; S S| U_{-}\left|S+\frac{1}{2} ; S+\frac{1}{2} S+\frac{1}{2}\right\rangle .
$$

In calculating these matrix elements with the states (3.5), one operates with $U_{ \pm}$on the right-hand state and identifies the coefficient of the left-hand state; one does not calculate scalar products. In this way all sums are avoided; the calculation is further facilitated by retaining only the $\lambda^{q-2 S}$ term on both sides. From the equality of the matrix elements, together with the phase conventions, the ratio $N_{S} / N_{S+1}$ and the matrix element

$$
\begin{align*}
& \langle S ; S S| U_{-}\left|S+\frac{1}{2} ; S+\frac{1}{2} S+\frac{1}{2}\right\rangle \\
& \quad=-\left[\frac{(2 S+1)(q-2 S)(q+2 S+3)}{2(S+1)}\right]^{\frac{1}{2}} \tag{3.8}
\end{align*}
$$

are determined.

The other states of the (SS) representation of $O(4)$ are easily constructed from the corner state (3.5) by repeated use of the generators $S_{-}, T_{-}$. They are given [apart from an $O(4)$ scalar factor] by Eq. (2.2) of a paper by one of us. ${ }^{7}$
The states ( $0 q$ ) are closely related to the fivedimensional hyperspherical harmonics. In fact, the harmonics are obtained from the states ( $0 q$ ), apart from a numerical factor, by the replacement of $\eta \xi \theta \zeta \lambda$ by the corresponding first-degree hyperspherical harmonics.

## 4. THE GENERAL REPRESENTATION $(p, q)$

The $O(4)$ content of the general representation is indicated in Fig. 3. The $S T$ which appear are those in or on the rectangle whose corners are ( $\left.\frac{1}{2} p, 0\right),\left(\frac{1}{2} p+\right.$ $\left.\frac{1}{2} q, \frac{1}{2} q\right),\left(\frac{1}{2} q, \frac{1}{2} p+\frac{1}{2} q\right),\left(0, \frac{1}{2} p\right)$, and for which $2(S-$ $T$ ) has the same parity as $p$. Representations with odd $p$ are spinor representations in the sense that the component of angular momentum in any plane in the five-dimensional space (i.e., eigenvalue of any $J_{i j}$ ) is half-odd; representations with even $p$ have integer angular momentum.

We wish to construct the representation $(p, q)$ as a product of the representations $(p, 0)$ and $(0, q)$ :
$\left|p q ; S T ; S_{3} T_{3}\right\rangle=\sum_{S^{\prime} S^{\prime \prime}}\left|p q ; S^{\prime} S^{\prime \prime} ; S T ; S_{3} T_{3}\right\rangle A_{S T}\left(S^{\prime} S^{\prime \prime}\right)$.
We have adopted the abbreviation

$$
\begin{align*}
& \left|p q ; S^{\prime} S^{\prime \prime} ; S T ; S_{3} T_{3}\right\rangle \\
& =\sum_{S_{3}^{\prime} T_{3}^{\prime}}\left|p 0 ; S^{\prime} ; S_{3}^{\prime} T_{3}^{\prime}\right\rangle\left|0 q ; S^{\prime \prime} ; S_{3}-S_{3}^{\prime} T_{3}-T_{3}^{\prime}\right\rangle \\
& \quad \times\left\langle S^{\prime} S_{3}^{\prime} S^{\prime \prime} S_{3}-S_{3}^{\prime} \mid S S_{3}\right\rangle\left\langle T^{\prime} T_{3}^{\prime} T^{\prime \prime} T_{3}-T_{3}^{\prime} \mid T T_{3}\right\rangle . \tag{4.2}
\end{align*}
$$

Here $T^{\prime}=\frac{1}{2} p-S^{\prime}$ according to Eq. (3.3) and $T^{\prime \prime}=$ $S^{\prime \prime}$. The coefficients $A\left(S^{\prime} S^{\prime \prime}\right)$ in Eq. (4.1) are special stretched $O(4)$ scalar factors, i.e., special $O(5)$ Clebsch-Gordan coefficients with the $O(4)$ ClebschGordan coefficients removed. The generators are now the sums of those in Eqs. (3.1) and (3.4).

According to BDFL Table V we can form an $O(5)$ $(1,0)$ quartet from $(1,0)$ and $(0,1)$. In terms of our states it is

$$
\begin{align*}
\alpha^{\prime} & =\left[\alpha \lambda+(2)^{\frac{1}{2}}(\delta \eta-\lambda \theta)\right] /(5)^{\frac{1}{2}}, \\
\beta^{\prime} & =\left[\beta \lambda+(2)^{\frac{1}{2}}(\delta \xi-\gamma \zeta)\right] /(5)^{\frac{1}{2}}, \\
\gamma^{\prime} & =\left[-\gamma \lambda+(2)^{\frac{1}{2}}(\alpha \xi-\beta \eta)\right] /(5)^{\frac{1}{2}},  \tag{4.3}\\
\delta^{\prime} & =\left[-\delta \lambda+(2)^{\frac{1}{2}}(\alpha \zeta-\beta \theta)\right] /(5)^{\frac{1}{2}} .
\end{align*}
$$

We are concerned with these states because $\mid p q ; S T$; $\left.S_{3} T_{3}\right\rangle$ must be orthogonal to any state which contains powers of them; such states would belong to rep-
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Fig. 3. The $O$ (4) content of the $O(5)$ representation ( $p q$ ) all $O(4)$ representations (ST) are included (shown by dots) for which the point ( $S T$ ) lies in or on the rectangle $\frac{1}{2} p \leq S+T \leq q+\frac{1}{4} p$, $0 \leq|S-T| \leq \frac{1}{2} p$ and for which $2(S+T)$ has the parity of $p$; the case illustrated is $p=2, q=3$; the scale is $\frac{1}{2}$ that of Figs. 1 and 2.
resentations lower than ( $p q$ ) in the product of ( $p 0$ ) and ( $0 q$ ).

Corresponding to the states (4.3) we construct a $(1,0)$ quartet of operators $\partial_{i}^{\prime}$. For example,

$$
\begin{equation*}
\partial_{\beta}^{\prime}=\partial_{\beta} \partial_{\lambda}+(2)^{\frac{1}{2}}\left(\partial_{\partial} \partial_{\xi}-\partial_{\gamma} \partial_{\zeta}\right) \tag{4.4}
\end{equation*}
$$

is the ( $\frac{1}{2} 0$ ) member. We probe by induction that $\partial_{i}^{\prime}|x\rangle=0$ where $|x\rangle$ is any state of the representation $(p q)$. Assume the statement true for $|x\rangle$, and let $G$ be a generator of $O(5)$. Then

$$
\partial_{i}^{\prime} G|x\rangle=G \partial_{i}^{\prime}|x\rangle+\left[\partial_{i}^{\prime}, G\right]|x\rangle=0
$$

since $\left[\partial_{i}^{\prime}, G\right]$ is a linear combination of $\partial_{i}^{\prime}$. The statement is true for the heaviest state $\alpha^{p} \eta^{q} /(p!q!)^{\frac{1}{2}}$ so it is true for all since they can all be reached by repeated application of generators.

We could determine the relative values of the $A\left(S^{\prime} S^{\prime \prime}\right)$ in the state (4.1) by applying $\partial_{\beta}^{\prime}$ and $\partial_{\alpha}^{\prime}$ to it and asking that the results vanish. But rather than apply them directly, we notice that $\left(\partial_{\beta}^{\prime}, \partial_{\alpha}^{\prime}\right)$ is a $\left(\frac{1}{2}, 0\right)$ doublet $\partial^{\prime}$ under $O(4)$. In fact it is the sum of two composite doublets, one ( $\partial_{\beta} \partial_{\lambda}$ ) formed from a ( $\frac{1}{2} 0$ ) doublet in the $p$ variables and a ( 00 ) singlet in the $q$ variables; the other ( $\partial_{\delta} \partial_{\xi}-\partial_{\lambda} \partial_{\xi}$ ) formed from a ( $0 \frac{1}{2}$ ) doublet in $p$ and a ( $\frac{1}{2} \frac{1}{2}$ ) quartet in $q$. The reduced matrix elements can be calculated using the $O(4)$ generalization of Edmonds ${ }^{\prime 8} \mathrm{Eq}$. (7.1.5),

$$
\begin{align*}
\left\langle S_{a}^{\prime} T_{a}^{\prime} ;\right. & \left.S_{b}^{\prime} T_{b}^{\prime} ; S^{\prime} T^{\prime}\left\|\mathbf{X}^{s t}\right\| S_{a} T_{a} ; S_{b} T_{b} ; S T\right\rangle \\
& \times\left\langle S_{a}^{\prime} T_{a}^{\prime}\left\|\mathbf{A}^{s_{a} t_{a}}\right\| S_{a} T_{a}\right\rangle\left(S_{b}^{\prime} T_{b}^{\prime}\left\|\mathbf{B}^{s_{b} t_{b}}\right\| S_{b} T_{b}\right\rangle \\
& \times\left[(2 S+1)\left(2 S^{\prime}+1\right)(2 T+1)\right. \\
& \left.\times\left(2 T^{\prime}+1\right)(2 s+1)(2 t+1)\right]^{\frac{1}{2}} \\
& \times X\left[\begin{array}{ccc}
S_{a}^{\prime} & S_{a} & s_{a} \\
S_{b}^{\prime} & S_{b} & s_{b} \\
S^{\prime} & S & s
\end{array}\right] X\left[\begin{array}{ccc}
T_{a}^{\prime} & T_{a} & t_{a} \\
T_{b}^{\prime} & T_{b} & t_{b} \\
T^{\prime} & T & t
\end{array}\right], \tag{4.5}
\end{align*}
$$

[^14]involving $X$ coefficients or $9 j$ symbols. We omit Edmonds' $\gamma$ 's since in our case the $S T$, etc., labels are sufficient to identify the states. $\mathbf{X}$ in Eq. (4.5) is a composite $O(4)$ tensor:
$$
\mathbf{X}_{s_{3} t_{3}}^{s t}=\sum_{s_{3}^{\prime} t_{3}^{\prime}} \mathbf{A}_{s_{3}^{3} t_{3} t_{3} \boldsymbol{B}_{s_{3}-s_{3}}^{g_{3}} t_{3} s_{3} t_{t_{3}^{\prime}} t_{3}} \times\left\langle s_{a} s_{3}^{\prime} s_{b} s_{3}-s_{3}^{\prime} \mid s s_{3}\right\rangle\left\langle t_{a} t_{3}^{\prime} t_{b} t_{3}-t_{3}^{\prime} \mid t t_{3}\right\rangle .
$$

The condition

$$
\begin{aligned}
0 & =\left\langle p-1 q-1 ; S^{\prime} S^{\prime \prime} ; S \pm \frac{1}{2} T\left\|\partial^{\prime}\right\| p q ; S T\right\rangle \\
& =\sum_{S^{\prime \prime} S^{\prime \prime \prime}}\left\langle p-1 q-1 ; S^{\prime} S^{\prime \prime} ; S \pm \frac{1}{2} T\left\|\boldsymbol{\partial}^{\prime}\right\| p q ; S^{\prime \prime \prime} S^{\prime \prime \prime \prime} ; S T\right\rangle A\left(S^{\prime \prime \prime}, S^{\prime \prime \prime \prime}\right)
\end{aligned}
$$

which holds for all $S^{\prime} S^{\prime \prime}$ and for $S \pm \frac{1}{2}$, leads to two independent relations connecting $A\left(S^{\prime}+\frac{1}{2}, S^{\prime \prime}\right), A\left(S^{\prime}, S^{\prime \prime}-\right.$ $\frac{1}{2}$ ), $A\left(S^{\prime}, S^{\prime \prime}+\frac{1}{2}\right)$. Solving these gives

$$
\begin{equation*}
A\left(S^{\prime}+\frac{1}{2}, S^{\prime \prime}+\frac{1}{2}\right)=\left[\frac{\left(q-2 S^{\prime \prime}\right)\left(T+T^{\prime \prime}-T^{\prime}+1\right)\left(T-T^{\prime \prime}+T^{\prime}\right)\left(S^{\prime \prime}+1\right) 2}{\left(2 S^{\prime \prime}+1\right)\left(q+2 S^{\prime \prime}+3\right)\left(S^{\prime \prime}-S+S^{\prime}+1\right)\left(S^{\prime \prime}+S^{\prime}+S+2\right)}\right]^{\frac{1}{2}} A\left(S^{\prime}, S^{\prime \prime}\right) \tag{4.6}
\end{equation*}
$$

and a second equation in which the roles of $S$ and $T$ are interchanged. Iterating these equations gives

$$
\begin{align*}
& A_{S T}\left(S^{\prime}, S^{\prime \prime}\right)=N_{S T}\left[\frac{\left(T+T^{\prime \prime}-T^{\prime}\right)!\left(S+S^{\prime \prime}-S^{\prime}\right)!\left(2 S^{\prime \prime}+1\right)}{\left(q-2 S^{\prime \prime}\right)!\left(T+T^{\prime}-T^{\prime \prime}\right)!\left(S^{\prime \prime}+S^{\prime}-S\right)!\left(S+S^{\prime}+S^{\prime \prime}+1\right)!\left(S+S^{\prime}-S^{\prime \prime}\right)!}\right]^{\frac{1}{2}} \\
& \times\left\{\left[\left(T+T^{\prime}+T^{\prime \prime}+1\right)!\left(T^{\prime}+T^{\prime \prime}-T\right)!\left(q+2 S^{\prime \prime}+2\right)!\right]^{-1}\right\}^{\frac{1}{2}} \tag{4.7}
\end{align*}
$$

where $N_{S T}$ is a phase-normalization factor to be determined. The $S^{\prime} S^{\prime \prime}$ in the sum (4.1) are restricted to those for which $0 \leq S^{\prime} \leq p / 2,0 \leq S^{\prime \prime} \leq q / 2$ and for which the arguments of the factorials in Eq. (4.7) are nonnegative integers, i.e., for which $2\left(S^{\prime} \pm S^{\prime \prime}\right)$ have the parity of $S$ and satisfy the inequalities $\max \left(\frac{1}{2} p-T, S\right) \leq$ $S^{\prime}+S^{\prime \prime} \leq \frac{1}{2} p+T,-S \leq S^{\prime}-S^{\prime \prime} \leq \min \left(S, \frac{1}{2} p-T\right)$.

From the phase conventions and the equality of the matrix elements

$$
\begin{equation*}
\left\langle S+\frac{1}{2} T+\frac{1}{2} ; S+\frac{1}{2} S+\frac{1}{2}\right| U_{+}|S T ; S T\rangle=\langle S T ; S T| U_{-}\left|S+\frac{1}{2} S+\frac{1}{2} ; T+\frac{1}{2} T+\frac{1}{2}\right\rangle, \tag{4.8}
\end{equation*}
$$

the ratio $N_{S T} / N_{S+1 T+1}$ and the matrix elements in question are determined. Again we avoid summations in calculating the matrix elements (4.8) by operating in each case with $U_{ \pm}$on the right-hand state and picking out the coefficient of the left state, not by taking scalar products. The work is facilitated by working with the term $\left|\underline{S}^{\prime}+\frac{1}{2} \underline{S}^{\prime \prime}+\frac{1}{2} ; S+\frac{1}{2} T+\frac{1}{2} ; S+\frac{1}{2} T+\frac{1}{2}\right\rangle$ in the state $\left|S+\frac{1}{2} T+\frac{1}{2} ; S+\frac{1}{2} T+\frac{1}{2}\right\rangle$, where $\underline{S}^{\prime}=\frac{1}{2}(S-$ $T)+\frac{1}{4} p, \underline{S}^{\prime \prime}=\frac{1}{2}(S+T)-\frac{1}{4} p$; in this term the $S$ and $T$ spins from the $p$ and $q$ spaces are stretched.

By iteration $N_{S T}$ can be expressed in terms of its value for a boundary state $S+T=q+\frac{1}{2} p$. Its value is

$$
\begin{align*}
N_{S T} & =\left[\frac{\left(q+\frac{1}{2} p-S-T\right)!\left(q+\frac{1}{2} p+S+T+2\right)!\left(\frac{1}{2} p+S+T+1\right)!}{(2 q+p+2)!\left(S+T-\frac{1}{2} p\right)!(p+q+1)!(q+1)!}\right]^{\frac{1}{2}} \\
& \times\left[\left(q+\frac{1}{2} p-S+T+1\right)!\left(q+\frac{1}{2} p+S-T+1\right)!\left(\frac{1}{2} p-S+T\right)!\left(\frac{1}{2} p+S-T\right)!(2 q+2)!\right]^{\frac{1}{2}} . \tag{4.9}
\end{align*}
$$

For the reduced matrix elements of the UV generators we find

$$
\begin{align*}
& \left\langle S+\frac{1}{2} T+\frac{1}{2}\|\mathbf{U}\| S T\right\rangle=\left[\left(q+\frac{1}{2} p+S+T+3\right)\left(\frac{1}{2} p+S+T+2\right)\left(q+\frac{1}{2} p-S-T\right)\left(S+T-\frac{1}{2} p+1\right)\right]^{\frac{1}{2}}, \\
& \left\langle S-\frac{1}{2} T-\frac{1}{2}\|\mathbf{U}\| S T\right\rangle=-\left[\left(q+\frac{1}{2} p+S+T+2\right)\left(\frac{1}{2} p+S+T+1\right)\left(q+\frac{1}{2} p-S-T+1\right)\left(S+T-\frac{1}{2} p\right)\right]^{\frac{1}{2}}, \\
& \left\langle S+\frac{1}{2} T-\frac{1}{2}\|\mathbf{U}\| S T\right\rangle=\left[\left(q+\frac{1}{2} p+T-S+1\right)\left(q+S-T+\frac{1}{2} p+2\right)\left(\frac{1}{2} p+T-S\right)\left(\frac{1}{2} p+S-T+1\right)\right]^{\frac{1}{2}}, \\
& \left\langle S-\frac{1}{2} T+\frac{1}{2}\|\mathbf{U}\| S T\right\rangle=\left[\left(q+\frac{1}{2} p+S-T+1\right)\left(q+\frac{1}{2} p-S+T+2\right)\left(\frac{1}{2} p+S-T\right)\left(\frac{1}{2} p-S+T+1\right)\right]^{\frac{1}{2}} . \tag{4.10}
\end{align*}
$$

This completes our results. The basis states are given by Eq. (4.1) with the coefficients $A\left(S^{\prime} S^{\prime \prime}\right)$ given by Eq. (4.7) and the normalization factor $N_{S T}$ by Eq. (4.9). The matrix element of the generators (other than the trivial ones $\bar{S}, \bar{T}$ ) are given by Eqs. (2.4) and (2.5) in terms of the reduced matrix elements (4.10).

Instead of working with basic $(1,0)$ and $(0,1)$ representations one might use two independent $(1,0)$ 's; then $(\Omega, 1)$ would appear as a composite state. In this way one would need eight independent variables instead of nine. Although we have not pursued this alternative course, we may note an analogy with $S U(3)$ where states may be built from two independent quark $(1,0)$ representations or from a quark and an antiquark $(0,1)$ representation; the second course, to which this paper closely corresponds, involves a simpler isospin structure and leads to simpler formulas when the bases are used, for example, to compute Clebsch-Gordan coefficients, ${ }^{9}$ an important consideration in view of the large number of internal summations which arise.
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#### Abstract

It is shown that the motion of a Brownian particle in the Smoluchowski approximation may be described by a Schrödinger-like equation defining a complex probability amplitude whose norm is the same as the stochastic probability density. Furthermore, the quantum dynamical operators have a physical meaning which arises in a natural way, from the stochastic nature of the process. These operators satisfy the usual commutation relations and thus the uncertainty principle. Here the constant $\hbar$ is replaced by a parameter depending on the characteristics of the system. In particular, the potential-energy operator for a Brownian particle subject to no external forces can be interpreted as a Rayleigh dissipative function.


## I. INTRODUCTION

The idea of giving an alternative interpretation to the quantum theory by essentially assuming, first, that to each of the fundamental particles one may associate a field $\psi$ which is a solution to the ordinary Schrödinger's equation, second, that this field is an average over random fluctuations originating in a subquantum level, and third, that this field exerts a "quantum-mechanical" force on the particle which begins to manifest itself strongly on the atomic level, originated 40 years ago in the work of de Broglie ${ }^{1}$ and Madelung ${ }^{2}$ and was continued by Bohm et al., about 30 years later. ${ }^{3}$ Although some progress has been achieved in clarifying the physical concepts lying behind such ideas, the solution to the problem is far from being satisfactory and, furthermore, complete.

In recent years many authors ${ }^{4}$ have revived this field trying to bring up a relationship between stochastic processes and quantum mechanics and as one of us has pointed out, ${ }^{5}$ this is feasible in a quite simple way. Following the ideas. introduced in paper I, ${ }^{6}$ we would like to set forth in a series of papers a different method by means of which one can visualize some of the outstanding features of the general and complex

[^16]problem posed in the previous paragraph. This paper, which is the second one of the series, is devoted to the study of the possibility of describing the dynamical properties of a stochastic process defined by a simple diffusion or Smoluchowski equation using quantummechanical methods. This description is therefore restricted in the sense of the limitations which are intrinsic in the derivation of Smoluchowski's equation, ${ }^{6}$ namely, that we shall be considering only time intervals of the particle long compared with its relaxation time. The more general case in which the particle is described by means of a Fokker-Planck equation will be dealt with in a forthcoming paper.

In Sec. II we sketch the model for our discussion and from which stems Schrödinger's equation describing the stochastic process. Section III is devoted, using an adequate language, to a discussion of the physical interpretation of the "potential function" appearing in Schrödinger's equation derived in Sec. II. The most important physical example which can be treated within the context of Smoluchowski's equation, namely, that of a free particle, is given in Sec. IV, and finally in Sec. V a discussion of our results is presented.

## II. DERIVATION OF SCHRÖDINGER'S EQUATION

We describe the motion of a particle in the configuration space through a real single-valued function $\rho(x, t)$ where $x(t)$ is a stochastic process and $\rho$ is the probability density at $x(t)$. Then, we postulate that this probability density is conserved, namely

$$
\begin{equation*}
\partial \rho / \partial t+\operatorname{div}(\mathbf{v} \rho)=0 \tag{1}
\end{equation*}
$$

$\rho$ satisfies a continuity equation. Here, $\mathbf{v}$ is the macroscopic or flow velocity of the particle, which in
general may be written in the following way:

$$
\begin{equation*}
v_{i}=a_{i}+\frac{1}{\rho} \sum_{j} \frac{\partial}{\partial x_{j}}\left(b_{i j} \rho\right), \tag{2}
\end{equation*}
$$

where $a_{i}=K_{i} / \beta$ is the $i$ th component of the external force $\mathbf{K}$, per unit mass, acting on the particle, divided by the friction coefficient $\beta$, and $b_{i j}$ is the diffusion tensor. ${ }^{6}$ Because $\rho$ is a real positive single-valued function, we may now introduce a real function $R$ such that

$$
\begin{equation*}
\rho=e^{2 R} \tag{3}
\end{equation*}
$$

in terms of which Eq. (1) may be written as follows:

$$
\begin{equation*}
\partial R / \partial t=-\frac{1}{2} \operatorname{div} \mathbf{v}-\mathbf{v} \cdot \operatorname{grad} R . \tag{4}
\end{equation*}
$$

The question here arises if whether we can obtain an equation of the Schrödinger type defining a field $\psi$ such that the probability density $\psi \psi^{*}=\rho$ describes the same physical situation as Eq. (1). The answer to this question is dealt with in paper I where it is shown that if we introduce the function

$$
\begin{equation*}
\psi=e^{R+i S} \tag{5}
\end{equation*}
$$

where $S$ is a real, single-valued function, then indeed Eq. (1) may be cast into the form

$$
\begin{equation*}
i(\partial \psi / \partial t)=-\frac{1}{2} \alpha \nabla^{2} \psi+V \psi \tag{6}
\end{equation*}
$$

together with

$$
\begin{equation*}
\mathbf{v}=\alpha \operatorname{grad} S \tag{7}
\end{equation*}
$$

corresponding to an "irrotational" flow in configuration space. This implies, of course, that the external force is conservative and $\alpha$ is an undetermined parameter characteristic of the system. ${ }^{7}$

Equation (6) is a Schrödinger-like equation with a potential energy function $V$ which in terms of $R$ and $S$ is given by

$$
\begin{equation*}
V=-\partial S / \partial t+\frac{1}{2} \alpha\left[\nabla^{2} R+(\operatorname{grad} R)^{2}-(\operatorname{grad} S)^{2}\right], \tag{8}
\end{equation*}
$$

whose physical interpretation, in the quantummechanical sense, is the main subject of this paper, but at this stage remains unknown. Notice should be made, however, that the definition of $\psi$ given by Eq. (5) satisfies the requirement that $\rho=\psi^{*} \psi$ is a probability density. Therefore, Eq. (6) implies that $\psi$ satisfies a Schrödinger-type equation with a potentialenergy function defined by Eq. (8) and its modulus squared gives the probability density for a Markoff process in the Smoluchowski approximation where the flow velocity is irrotational.
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## III. THE PHYSICAL CONTENT OF SCHRÖDINGER'S EQUATION

As was pointed out in the previous section, the core of our discussion is to provide a physical meaning for the potential-energy function $V$ appearing in Eq. (6). To accomplish this task it is convenient to introduce various definitions whose meaning will become clearer as we proceed with the argument.

Let $\hat{f}$ be any operator. We define $\langle\hat{f}\rangle_{\text {av }}$ the mean value of $\hat{f}$ weighted with the probability distribution $\rho$ in the usual way, namely,

$$
\begin{equation*}
\langle\hat{f}\rangle_{\mathbf{a v}} \equiv \int \hat{f} \rho d \mathbf{r} \tag{9}
\end{equation*}
$$

the integration extending over all the configuration space.

Also, we define the expectation value $\langle\hat{f}\rangle$ of the operator $\hat{f}$ by

$$
\begin{equation*}
\langle\hat{f}\rangle \equiv \int \psi^{*} \hat{f} \psi d \mathbf{r} \tag{10}
\end{equation*}
$$

where, in particular, if $\hat{f}$ is a $c$ function then, trivially, $\langle\hat{f}\rangle=\langle\hat{f}\rangle_{\mathrm{av}}=\bar{f}$.

From the results of the previous section, it is seen that the probability current $\mathbf{J}$ associated with our Brownian particle is given by

$$
\begin{equation*}
\mathbf{J}=\rho \mathbf{v} \tag{11}
\end{equation*}
$$

On the other hand, if we restrict ourselves, for the sake of simplicity, to consider an isotropic diffusion tensor, $b_{i j}=-\delta_{i j} D$, then Eqs. (2) and (7) yield

$$
\begin{equation*}
\mathbf{v}=\mathbf{a}-(D / \rho) \operatorname{grad} \rho=\alpha \operatorname{grad} S \tag{12}
\end{equation*}
$$

Let us now define the operator $\mathbf{v}$ through the equation

$$
\begin{equation*}
\hat{\mathbf{v}} \equiv \mathbf{a}-D \operatorname{grad} \tag{13}
\end{equation*}
$$

so that

$$
\begin{equation*}
\hat{\mathbf{v}} \rho=\mathbf{v} \rho . \tag{14}
\end{equation*}
$$

Finally, in analogy with quantum mechanics the "momentum" operator will be defined by

$$
\begin{equation*}
\hat{\mathbf{p}} \equiv-i m \alpha \operatorname{grad} . \tag{15}
\end{equation*}
$$

Let us now derive some results concerning the mean and expectation values of these operators using the definitions introduced above.

The mean value of the momentum operator $\hat{\mathbf{p}}$ is readily shown to be equal to zero. In fact, substitution of Eq. (15) into Eq. (9) and integration by parts, using the boundary condition that $\rho$ must vanish at infinity, yields immediately the result

$$
\begin{equation*}
\langle\boldsymbol{p}\rangle_{\mathrm{av}}=0 . \tag{16}
\end{equation*}
$$

Use of this result in Eq. (13) leads to another interesting equation, namely, that

$$
\begin{equation*}
\langle\hat{\mathbf{v}}\rangle_{\mathrm{av}}=\overline{\mathbf{a}} . \tag{17}
\end{equation*}
$$

In other words, the mean value of the flow velocity of the particle is proportional to the mean value of the external force per unit mass acting on it. We stress the fact that this result is a consequence of working with Smoluchowski's equation.

On the other hand, the expectation value of the operator $\hat{\beta}$ is given by

$$
\begin{equation*}
\langle\hat{\mathbf{p}}\rangle=\int \psi^{*} \hat{\mathbf{p}} \psi d \mathbf{r} . \tag{18}
\end{equation*}
$$

Using Eq. (5), Eq. (18) may be rewritten as follows:

$$
\langle\hat{\mathbf{p}}\rangle=-\mathrm{im} \alpha \int \psi^{*}(\operatorname{grad} R+i \operatorname{grad} S) \psi d \mathbf{r},
$$

and therefore,

$$
\langle\hat{\mathbf{p}}\rangle=-i m \alpha\langle\operatorname{grad} R\rangle+m \alpha\langle\operatorname{grad} S\rangle .
$$

However, from its definition $\hat{\rho}$ is a Hermitian operator, hence

$$
\langle\operatorname{grad} R\rangle=0,
$$

so that

$$
\begin{equation*}
\langle\hat{p}\rangle=\alpha m\langle\operatorname{grad} S\rangle \tag{19}
\end{equation*}
$$

This result is also quite interesting. Indeed, from Eq. (7) we see that $\langle\operatorname{grad} S\rangle=\alpha^{-1}\langle\mathbf{v}\rangle$, so that Eq. (19) reads

$$
\begin{equation*}
\langle\hat{\boldsymbol{p}}\rangle=\langle\boldsymbol{m} \mathbf{v}\rangle=m \overline{\mathbf{v}}, \tag{20}
\end{equation*}
$$

or that the expectation value of the "momentum operator" is equal to the mean value of the flow momentum associated with the particle. It is indeed this result which allows one to interpret $\hat{\mathbf{p}}$ as the "flow momentum" operator associated to the Brownian particle.

Let us now introduce the corresponding statistical deviations from the two average values defined at the beginning of this section. Define two quantities $\delta \hat{f}$ and $\Delta \hat{f}$ through the equations:

$$
\begin{align*}
\delta \hat{f} & \equiv \hat{f}-\langle\hat{f}\rangle_{\mathrm{av}}  \tag{21a}\\
\Delta \hat{f} & \equiv \hat{f}-\langle\hat{f}\rangle \tag{21b}
\end{align*}
$$

the two being equal if $\hat{f}$ is a $c$ function. Then, the mean square deviations associated with $\delta \hat{f}$ and $\Delta \hat{f}$ are

$$
\left\langle(\delta \hat{f})^{2}\right\rangle_{\mathrm{av}},\left\langle(\delta \hat{f})^{2}\right\rangle,\left\langle(\Delta \hat{f})^{2}\right\rangle_{\mathrm{av}}, \quad \text { and }\left\langle(\Delta \hat{f})^{2}\right\rangle,
$$

the four being equal to each other when $\hat{f}$ is a $c$ function. In particular, if we take for $\hat{f}$ the momentum operator we see, using Eqs. (16) and (20), that

$$
\delta \hat{\mathbf{p}}=\hat{\mathbf{p}}-\langle\hat{\mathbf{p}}\rangle_{\mathrm{av}}=\hat{\mathbf{p}}
$$

and

$$
\Delta \hat{\mathbf{p}}=\hat{\mathbf{p}}-\langle m \mathbf{v}\rangle=\hat{\mathbf{p}}-m\langle\mathbf{v}\rangle_{\mathrm{av}} .
$$

Then,

$$
\begin{equation*}
\left\langle(\Delta \hat{\mathbf{p}})^{2}\right\rangle_{\mathrm{av}}=\left\langle(\delta \hat{\mathbf{p}})^{2}\right\rangle_{\mathrm{av}}+\left(m\langle\mathbf{v}\rangle_{\mathrm{av}}\right)^{2} . \tag{22a}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\left\langle(\Delta \hat{\mathbf{p}})^{2}\right\rangle=\left\langle\hat{\mathbf{p}}^{2}\right\rangle-\left(m\langle\mathbf{v}\rangle_{\mathrm{av}}\right)^{2} \tag{22b}
\end{equation*}
$$

Moreover, since $\delta \hat{\mathbf{p}}=\hat{\mathbf{p}}$, we see that

$$
\left\langle(\delta \hat{\mathbf{p}})^{2}\right\rangle_{\mathrm{av}}=-\alpha^{2} m^{2} \int \operatorname{div}(\operatorname{grad} \rho) d \mathbf{r}
$$

which vanishes due to the boundary conditions obeyed by $\rho$. Hence,

$$
\begin{equation*}
\left\langle(\Delta \hat{p})^{2}\right\rangle_{\mathrm{av}}=\left(m\langle\mathbf{v}\rangle_{\mathrm{av}}\right)^{2} . \tag{23}
\end{equation*}
$$

We are now prepared to undertake our task, namely, to arrive at a physical interpretation for the potential function $V$ defined through Eq. (8). Let us then begin by calculating the expectation value of the square of the momentum operator $\hat{p}$. We have

$$
\begin{aligned}
\left\langle\hat{\mathbf{p}}^{2}\right\rangle & =-m^{2} \alpha^{2} \int \psi^{*} \nabla^{2} \psi d \mathbf{r} \\
& =-2 m^{2} \alpha \int \psi^{*}[-i(\partial \psi / \partial t)+V \psi] d \mathbf{r}
\end{aligned}
$$

using Eq. (6). The integration is straightforward, yielding the result that

$$
\begin{equation*}
\left\langle\hat{\mathbf{p}}^{2}\right\rangle=2 m^{2} \alpha[\langle i(\partial / \partial t)\rangle-\langle V\rangle] \tag{24a}
\end{equation*}
$$

or

$$
\begin{equation*}
\langle m \alpha i(\partial / \partial t)\rangle=\left\langle\hat{\mathbf{p}}^{2} / 2 m\right\rangle+\langle m \alpha V\rangle . \tag{24b}
\end{equation*}
$$

This equation is quite suggestive itself. Indeed if we define two operators, namely,

$$
\begin{equation*}
\hat{E} \equiv i m \alpha(\partial / \partial t) \tag{25a}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{0} \equiv m \alpha V \tag{25b}
\end{equation*}
$$

then Eq. (24b) takes the form of

$$
\begin{equation*}
\langle\hat{E}\rangle=\left\langle\hat{\mathbf{p}}^{2} / 2 m\right\rangle+\langle 0\rangle \tag{26}
\end{equation*}
$$

which has the conventional form for the relationship between the expectation values for the total energy $\hat{E}$, the kinetic energy $\hat{\mathbf{p}}^{2} / 2 m$, and the potential energy 0 . Thus, the operator

$$
\begin{equation*}
\hat{H}=\left(\hat{\mathbf{p}}^{2} / 2 m\right)+\hat{0} \tag{27}
\end{equation*}
$$

could be interpreted as the Hamiltonian operator for the particle. However a certain amount of care has to be exercised when this analogy is carried up to this point. In fact, the term $\hat{\mathbf{p}}^{2} / 2 m$ is not the usual kinetic energy, but the kinetic energy associated with the microscopic flow of the particle and thus inherent in it there is a stochastic contribution. Also, $V$ is not the external field but a complicated function whose nature is still unknown, but which of course might contain terms of a purely stochastic character. It is therefore necessary, before assigning any physical meaning to the formal results given by Eqs. (26) and (27), to
study more closely Eq. (26). For this purpose let us retrace our steps to our former equations. From Eqs. (8) and (25b) we see that

$$
\begin{align*}
\hat{0}=-m \alpha(\partial S / \partial t)+\frac{1}{2} m \alpha^{2}\left[\nabla^{2} R+\right. & (\operatorname{grad} R)^{2} \\
& \left.-(\operatorname{grad} S)^{2}\right] \tag{28}
\end{align*}
$$

and let us eliminate the terms containing $S$, expressing them in terms of $R$. Notice first that through Eq. (12) we get that

$$
\begin{aligned}
(\operatorname{grad} S)^{2} & =\mathbf{v}^{2} / \alpha^{2} \\
& =\alpha^{-2}\left[\mathbf{a}^{2}+4 D^{2}\left(\operatorname{grad} R^{2}\right)-4 D \mathbf{a} \cdot(\operatorname{grad} R)\right]
\end{aligned}
$$

where use has been made of Eq. (3). Substitution of this result back into Eq. (28) yields

$$
\begin{array}{r}
\hat{\theta}=-m \alpha(\partial S / \partial t)+\frac{1}{2} m \alpha^{2}\left\{\nabla^{2} R+\left(4 D / \alpha^{2}\right) \mathbf{a} \cdot \operatorname{grad} R\right. \\
\left.-\left(\mathbf{a}^{2} / \alpha^{2}\right)+\left[1-\left(4 D^{2} / \alpha^{2}\right)\right](\operatorname{grad} R)^{2}\right\} .
\end{array}
$$

At this stage it is convenient to emphasize the fact that $\alpha$ is still an undetermined constant about which nothing has been said. The above equation shows, however, that some simplification results if we set $\alpha=2 D$, so that we shall introduce this value for the constant $\alpha$. The simpler form of the last equation thus reads

$$
\begin{align*}
0=-2 m D(\partial S / \partial t)+2 m D^{2}\left[\nabla^{2} R\right. & +D^{-1} \mathbf{a} \cdot \operatorname{grad} R \\
& \left.-\left(\mathbf{a}^{2} / 4 D^{2}\right)\right] . \tag{29}
\end{align*}
$$

If we now take the gradient of both terms in this equation and use the fact that

$$
\begin{equation*}
\operatorname{grad}(\partial S / \partial t)=(2 D)^{-1} \partial \mathbf{a} / \partial t-\operatorname{grad}(\partial R / \partial t) \tag{30}
\end{equation*}
$$

we get for grad $\hat{\theta}$ the expression

$$
\begin{align*}
\operatorname{grad} \hat{O}= & -m(\partial \mathbf{a} / \partial t) \\
& +2 m D^{2} \operatorname{grad}\left[\nabla^{2} R+D^{-1} \mathbf{a} \cdot \operatorname{grad} R\right. \\
& \left.+D^{-1}(\partial R / \partial t)-\left(\mathbf{a}^{2} / 4 D^{2}\right)\right] . \tag{31}
\end{align*}
$$

Let us now assume that the external force $\mathbf{K}$ is time independent. Then, since $\mathbf{a}=\mathbf{K} / \beta, \partial \mathbf{a} / \partial t=0$, and Eq. (31) can be readily integrated to give

$$
\begin{align*}
\hat{O}=2 m D\left[D \nabla^{2} R\right. & +\mathbf{a} \cdot \operatorname{grad} R \\
& \left.+(\partial R / \partial t)-\left(\mathbf{a}^{2} / 4 D\right)+\varphi(t)\right] \tag{32}
\end{align*}
$$

where $\varphi(t)$ is an arbitrary differentiable function of time only. Comparison between this equation and Eq. (29) leads immediately to the following relationship, namely

$$
\begin{equation*}
-\partial S / \partial t=\partial R / \partial t+\varphi(t) \tag{33}
\end{equation*}
$$

This equation already yields some important results. Indeed, if we calculate the expectation value of the operator $E$, we get

$$
\langle\hat{E}\rangle=2 m D[i\langle\partial R / \partial t\rangle-\langle\partial S / \partial t\rangle] .
$$

But $\langle\hat{E}\rangle, \partial R / \partial t$, and $\partial S / \partial t$ are all real quantities ${ }^{8}$ so that
and therefore,

$$
\begin{equation*}
\langle\partial R / \partial t\rangle=\left\langle\frac{\partial R}{\partial t}\right\rangle_{\mathrm{av}}=0 \tag{34}
\end{equation*}
$$

$$
\begin{equation*}
\langle\hat{E}\rangle=-2 m D\langle\partial S / \partial t\rangle . \tag{35}
\end{equation*}
$$

Comparison of Eqs. (33) and (35) thus implies that

$$
\begin{equation*}
\langle\hat{E}\rangle=2 m D \varphi(t), \tag{36}
\end{equation*}
$$

meaning that $\varphi(t)$ is a function which, multiplied by the constant $2 m D$, equals the expectation value of the total energy operator.

Equation (33) together with Eq. (30) leads also to a relationship between $R$ and $S$, namely,

$$
\begin{equation*}
R+S=-F(t)+(2 D)^{-1} A(\mathbf{r}) \tag{37}
\end{equation*}
$$

where

$$
\begin{equation*}
\partial F / \partial t=\varphi(t) \text { and } \operatorname{grad} A(\mathbf{r})=\mathbf{a}, \tag{38}
\end{equation*}
$$

that is, consistently to what we assumed, the external force is given as the gradient of some scalar function and $F$ is a function whose time rate of change is proportional to the expectation value of the total energy operator.

Returning to our problem of disclosing the nature of $\tilde{O}$, let us substitute Eq. (36) back into Eq. (32). This yields

$$
\begin{align*}
& \langle\hat{E}\rangle-\hat{U} \\
& \quad=-2 m D\left[D \nabla^{2} R+\mathbf{a} \cdot \operatorname{grad} R+\partial R / \partial t-\left(\mathbf{a}^{2} / 4 D\right)\right] . \tag{39}
\end{align*}
$$

Making use of Eqs. (3), (4), and (12) to express the first three terms of this equation in terms of $\mathbf{v}$ and $\mathbf{a}$, leads immediately to the following expression:

$$
\begin{align*}
&\langle\hat{E}\rangle-\hat{O}=-2 m D\left[(2 D)^{-1}(\mathbf{a}-\mathbf{v})^{2}\right. \\
&\left.-\operatorname{div} \mathbf{v}+\frac{1}{2} \operatorname{div} \mathbf{a}-\left(\mathbf{a}^{2} / 4 D\right)\right] . \tag{40}
\end{align*}
$$

If we now take the expectation value of $\langle\hat{E}\rangle-\hat{O}$ and use the fact that

$$
\langle\operatorname{div} \mathbf{v}\rangle=-\langle 2 \mathbf{v} \cdot \operatorname{grad} R\rangle=-D^{-1}\langle\mathbf{v} \cdot(\mathbf{a}-\mathbf{v})\rangle,
$$

where use has been made of Eq. (34), we finally obtain that

$$
\begin{align*}
\langle\hat{E}\rangle & =\langle\hat{O}\rangle \\
& +\left\langle\frac{1}{2} m \mathbf{v}^{2}-\frac{1}{2} m(\mathbf{v}-\mathbf{a})^{2}+m D \operatorname{div}(\mathbf{v}-\mathbf{a})\right\rangle . \tag{41}
\end{align*}
$$

This equation lends itself to the following interpretation: If we define an effective potential

$$
\begin{equation*}
\phi_{\mathrm{eff}}=\hat{0}-\frac{1}{2} m(\mathbf{v}-\mathbf{a})^{2}+m D \operatorname{div}(\mathbf{v}-\mathbf{a}) \tag{42}
\end{equation*}
$$

then the expectation value of the total energy equals

[^18]the expectation value of the flow kinetic energy plus the expectation value of $\phi_{\text {eff }}$. The introduction of this effective potential is, however, somewhat artificial because the last two terms of Eq. (33) correspond to a kinetic energy and not to a potential energy. Indeed from Eqs. (24), (28), and (35) we find that
$$
\left\langle\hat{\mathbf{p}}^{2} / 2 m\right\rangle=-2 m D^{2}\left\langle\nabla^{2} R+(\operatorname{grad} R)^{2}-(\operatorname{grad} S)^{2}\right\rangle
$$

Furthermore, if we use Eq. (12) together with the fact that $\alpha=2 D$ to eliminate grad $S$ and the relationship

$$
\mathbf{v}=\mathbf{a}-2 D \operatorname{grad} R
$$

to eliminate the $R$-dependent terms from the above expression, we reach the final result that

$$
\begin{equation*}
\left\langle\hat{\mathbf{p}}^{2} / 2 m\right\rangle=\left\langle\frac{1}{2} m \mathbf{v}^{2}-\frac{1}{2} m(\mathbf{v}-\mathbf{a})^{2}+m D \operatorname{div}(\mathbf{v}-\mathbf{a})\right\rangle \tag{43}
\end{equation*}
$$

so that the last two terms are related to the total kinetic energy of the particle and not to a potential energy. In this context, Eq. (41) has the conventional significance, namely,

$$
\begin{equation*}
\langle\hat{E}\rangle=\left\langle\hat{\mathbf{p}}^{2} / 2 m\right\rangle+\langle\hat{0}\rangle \tag{44}
\end{equation*}
$$

The discussion leading to Eq. (44) thus shows that the operator $\hat{O}$ can be interpreted as the potentialenergy operator for the quantum analog of the Brownian particle although we are not giving the set of rules whereby one can calculate this operator explicitly as a function of $\mathbf{r}$ and $t$, assuming that they exist. A more thorough discussion of this point will be given in a later paper.

## IV. THE BROWNIAN FREE PARTICLE

In this section we would like to illustrate the results obtained in the previous sections by applying them to the free-particle case. By free we mean a Brownian particle subject to no external forces.

Let us study this case starting from Schrödinger's equation given by

$$
\begin{equation*}
i \partial \psi / \partial t=-D \nabla^{2} \psi+V \psi \tag{45}
\end{equation*}
$$

For the potential $V$ we take its value obtained from $\hat{0}$, dividing by $m \alpha$ after we have set the external force, and therefore a, equal to zero. Hence, from Eq. (28)

$$
\begin{equation*}
V=-\partial S / \partial t+D \nabla^{2} R \tag{46}
\end{equation*}
$$

where use has been made of the fact that from Eq. (12)

$$
\begin{equation*}
\mathbf{v}=-2 D \operatorname{grad} R=2 D \operatorname{grad} S \tag{47}
\end{equation*}
$$

and hence the two gradients squared are equal.
Then, Eq. (45) reads

$$
i \partial \psi / \partial t=-D \nabla^{2} \psi+\left(-\partial S / \partial t+D \nabla^{2} R\right) \psi
$$

and using (5) we get

$$
\begin{equation*}
\partial R / \partial t=D \nabla^{2} R+2 D(\operatorname{grad} R)^{2} \tag{48}
\end{equation*}
$$

which is a nonlinear partial differential equation for $R$. This result has been obtained, noticing from Eq. (47) that $\nabla^{2} R=-\nabla^{2} S$.
Equation (48) yields interesting conclusions regarding the spatial dependence of both $R$ and $S$. In fact, since $\langle\operatorname{grad} R\rangle=\langle\operatorname{grad} R\rangle_{\mathrm{av}}=0$ we see that $R$ can only be an even function in the variable $r$. But due to the structure of Eq. (48) the highest exponent of $r$ can be two, so that

$$
\begin{equation*}
R=l r^{2}+n, \tag{49}
\end{equation*}
$$

where $l$ and $n$ are only functions of time. Hence, both $\nabla^{2} R$ and $\nabla^{2} S$ are functions of time only.
From Eq. (47),

$$
\begin{equation*}
\operatorname{diy} \mathbf{v}=-2 D \nabla^{2} R \tag{50}
\end{equation*}
$$

and hence div $\mathbf{v}$ is only a function of time.
These results imply that $V$ is a quadratic function of the velocity. In fact, from Eqs. (4), (32), and (50) we obtain that

$$
V=\varphi(t)+2 D \nabla^{2} R+2 D(\operatorname{grad} R)^{2}
$$

and since $\nabla^{2} R$ is a function of $t$ only, we can choose $l$ in Eq. (49) so that $\varphi(t)+2 D \nabla^{2} R=0$. Hence, using Eq. (47),

$$
\begin{equation*}
V=\mathbf{v}^{2} / 2 D \tag{51}
\end{equation*}
$$

which is the assertion we wanted to prove.
Equation (51) leads us to conclude that even in the absence of an external force acting on the particle, its motion in the heat bath is affected by this latter one and that the interaction is proportional to $\mathbf{v}^{2}$. Hence $V$ may be interpreted as a Rayleigh dissipation function, in this simple case.
Having established Eq. (51), we could follow alternatively one of two roads to accomplish the solution of Schrödinger's equation. First, to solve directly Eq. (48) to find $R$ and then use Eq. (37) with $A=0$ to find $S$. The second alternative is to use Eq. (51) directly in Eq. (45) and follow the same procedure leading to Eq. (48). This yields a system of two partial differential equations for $R$ and $S$ which is easily solved.

We choose to follow the first method because we already have the structure of the solution to Eq. (48). Also, for simplicity we consider a one-dimensional motion. Substitution of Eq. (49) into Eq. (48) yields

$$
l=-(8 D t)^{-1}, \quad n=-\frac{1}{4} \ln c t
$$

and hence,

$$
\begin{equation*}
R=-x^{2} / 8 D t-\frac{1}{4} \ln c t . \tag{52}
\end{equation*}
$$

On the other hand, since $2 D \nabla^{2} R=-\varphi(t)$, we have that

$$
\begin{equation*}
\varphi(t)=(2 t)^{-1} \tag{53}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
F(t)=\frac{1}{2} \ln c t . \tag{54}
\end{equation*}
$$

From Eqs. (52), (54), and the fact that $R+S=$ $-F(t)$, we get

$$
\begin{equation*}
S=x^{2} / 8 D t-\frac{1}{4} \ln c t . \tag{5}
\end{equation*}
$$

The constant $c$ appearing in Eqs. (52), (54), and (55) must be fixed through the normalization condition which $\rho$ must satisfy, namely,

$$
\int_{-\infty}^{+\infty} e^{2 R} d x=1
$$

Using Eq. (52) we find that

$$
c=(4 \pi D)^{-\frac{1}{2}}
$$

and thus,

$$
\begin{equation*}
\rho=(4 \pi D t)^{-\frac{1}{2}} \exp \left(-x^{2} / 4 D t\right) . \tag{56}
\end{equation*}
$$

With the explicit form for the probability density $\rho$ we can now calculate all the relevant average values for the case. Indeed, using Eq. (10) we have the wellknown Einstein relation, namely,

$$
\begin{equation*}
\overline{x^{2}}=\left\langle x^{2}\right\rangle=2 D t . \tag{57}
\end{equation*}
$$

Also, from Eq. (43) and (47) we see that

$$
\begin{equation*}
\left\langle\hat{\mathbf{p}}^{2} / 2 m\right\rangle=m D / 2 t . \tag{58}
\end{equation*}
$$

These last two equations provide a further interesting analogy with well-known quantum-mechanical results. Indeed, using Eq. (15) defining $\hat{\mathbf{p}}$ we can immediately obtain the commutator

$$
\begin{equation*}
[\hat{x}, \hat{p}]=x \hat{p}-\hat{p} x=2 i m D \tag{59}
\end{equation*}
$$

and from Eqs. (57) and (58) ${ }^{9}$

$$
\begin{equation*}
\left\langle(\Delta x)^{2}\right\rangle\left\langle(\Delta \hat{p})^{2}\right\rangle=\left\langle x^{2}\right\rangle\left\langle\hat{p}^{2}\right\rangle=2 m^{2} D^{2}, \tag{60}
\end{equation*}
$$

which is Heisenberg's uncertainty principle applied to the free Brownian particle. Emphasis should be made on the fact that these results stem out only from the assumptions concerning the stochastic process used to describe the problem and thus are not additional ones put into the theory itself. Also, the results provide a correct description of the motion only for times such that $\beta t \gg 1$, a limitation inherent in the approximate nature of Smoluchowski's equation. ${ }^{6}$
Finally, it is interesting to mention a possible interpretation of the motion of a force-free Brownian particle in terms of the Schrödinger-like equation describing it. Since by Eqs. (47) and (55)

$$
V=x / 2 t,
$$

we see that the potential energy $V$ is given by

[^19]$x^{2}\left(8 D t^{2}\right)^{-1}$, that is, it corresponds to a harmoniclike motion in the spatial coordinate $x$ but with a force constant dying out to zero as $t^{-\mathbf{2}}$ in a way characteristic of the system. Thus, Eq. (6) reads
\[

$$
\begin{equation*}
i \partial \psi / \partial t=-D \partial^{2} \psi / \partial x^{2}+\left(x^{2} / 8 D t^{2}\right) \psi, \tag{61}
\end{equation*}
$$

\]

which of course cannot be transformed into an "eigenvalue equation" $\hat{H} \psi=E \psi$ because of the time dependence of $V$. The physical meaning of this fact is that if the particle is initially in a certain state with a given energy, due to the friction forces between it and the heat bath it will lose energy continuously.

Notice also that

$$
\langle\hat{U}\rangle=\left(m / 4 t^{2}\right)\left\langle x^{2}\right\rangle=m D / 2 t
$$

and

$$
\langle\hat{T}\rangle=\left\langle\hat{p}^{2} / 2 m\right\rangle=m D / 2 t
$$

and hence,

$$
\begin{equation*}
\langle\hat{O}\rangle=\langle\hat{T}\rangle=\frac{1}{2}\langle\hat{E}\rangle \tag{62}
\end{equation*}
$$

which is the virial theorem for the free Brownian motion.

## v. CONCLUSIONS

Throughout this paper we have shown that a particle of mass $m$ undergoing a Brownian motion described in the Smoluchowski (or static) approximation may be also understood via a Schrödinger-like equation giving a probability amplitude $\psi$ whose norm is equal to the probability density $\rho$ appearing in the corresponding stochastic equation. This picture is valid if the flow velocity $\mathbf{v}$ associated with the particle is irrotational. This restriction merely simplifies our mathematical machinery and could be easily removed, but no further assumptions are introduced. Under these conditions, the following results are obtained: (a) The usual operators which have to be introduced explicitly into the quantum mechanics, such as the momentum of the particle, its energy, etc., appear here in a natural way together with their corresponding physical significance. The usual commutation relations for these operators also follow and are expressed in terms of a parameter depending only on the system. (b) To the potential-energy function appearing in Schrödinger's equation, an operator $\hat{U}$ may be associated which can be interpreted as the "potentialenergy" operator arising from the external and frictional forces acting on the particle. However, no prescription is advanced on how to calculate this operator in terms of the coordinates and time. (c) The average kinetic energy of the particle is shown to consist of the ordinary kinetic energy of flow plus an additional term which represents the contribution
arising from the stochastic nature of the motion. (d) The Hamiltonian operator $\hat{H}$ defined as the sum of the kinetic-energy operator $\hat{T}$ plus $\hat{O}$ is such that the conventional energy equation is satisfied, namely, the expectation value of $\hat{H}$ equals the sum of the expectation values of $\hat{T}$ and $\hat{O}$. (e) When the method is applied to the case of a Brownian particle subject to no external forces, explicit evaluation of the mean-square deviation for the displacement and momentum shows that they satisfy Heisenberg's uncertainty relationship in terms of a constant characteristic of the
system. Furthermore, it is found in this case that the expectation value of $\hat{\theta}$ can be interpreted as a Rayleigh dissipative function associated with the macroscopic flow. Thus, no eigenvalue equation for $A$ can be formulated.

All these conclusions are valid within the approximations inherent in Smoluchowski's equation, namely, that we are considering the particle at times long compared with its relaxation time. The removal of this limitation, as mentioned in the text, shall be dealt with in a forthcoming paper of the series.
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#### Abstract

Conservation laws are derived with the use of Green's theorem. These are studied specifically for the wave equation. A trivial class of invariant transformations exists which maps solutions into solutions. The mapping consists in the addition of a particular solution to all solutions. Because of the linearity of the wave equation, this sum will again be a solution. It is shown that this class of transformations has the Newman-Penrose constants among its generators. Calculations are carried out explicitly for the scalar wave equation and for Maxwell's equations.


## 1. INTRODUCTION

Newman and Penrose ${ }^{1,2}$ have discovered a set of new constants of the motion. In linear field theories an infinite number of such constants of the motion exist, while in the nonlinear theory of general relativity only a finite number occur. An earlier attempt ${ }^{3}$ to understand the origin of these constants from the point of view of an invariant transformation ended in failure. That investigation started out from the assumption that the field equations were derivable from a variational principle and hence that Noether's theorem ${ }^{4}$ connecting an invariant transformation to a conserved quantity would be valid. The conclusion was that the Newman-Penrose ( $\mathrm{N}-\mathrm{P}$ ) constants, as generators of invariant transformations, generate a zero change in the field variables ${ }^{5} \delta y_{A}=0$. This does

[^20]not give any insight into the $\mathrm{N}-\mathrm{P}$ constants, except to suggest that they are trivial from the point of view of transformation theory. Therefore, a further effort has been made to understand these constants without relying explicitly on Noether's theorem. It was hoped that an alternate approach to invariant transformations and conservation laws would give additional insight into these unusual constants of the motion.

The principal characteristic of physically interesting differential conservation laws is that there exists a set of quantities $t^{\rho}$ such that $t^{\rho}, \rho=0$ whenever a set of field equations are satisfied, but not otherwise. For example, Noether's theorem results in the expression

$$
\begin{equation*}
-\delta y_{A} L^{A} \equiv t_{, \rho}^{\rho} \tag{1.1}
\end{equation*}
$$

where $\delta y_{A}$ is the invariant transformation and $L^{A}=0$ are the field equations for the field variables $y_{A}$. Clearly, when the field equations are satisfied, i.e., $L^{A}=0$, the weak conservation law $t^{\rho}{ }_{, \rho}=0$ follows.

An alternate approach to obtain an expression similar to (1.1) is suggested by Green's theorem. Green's theorem may be stated generally as follows: If $L^{A}=0$ are the field equations to be satisfied by the variables $y_{A}$, the adjoint system of equation $L^{+A}=0$ for variables $z_{A}$ is defined by

$$
\begin{equation*}
z_{A} L^{A}(y)-y_{A} L^{+A}(\mathrm{Z}) \equiv C_{, \rho}^{\rho} \tag{1.2}
\end{equation*}
$$

arising from the stochastic nature of the motion. (d) The Hamiltonian operator $\hat{H}$ defined as the sum of the kinetic-energy operator $\hat{T}$ plus $\hat{O}$ is such that the conventional energy equation is satisfied, namely, the expectation value of $\hat{H}$ equals the sum of the expectation values of $\hat{T}$ and $\hat{O}$. (e) When the method is applied to the case of a Brownian particle subject to no external forces, explicit evaluation of the mean-square deviation for the displacement and momentum shows that they satisfy Heisenberg's uncertainty relationship in terms of a constant characteristic of the
system. Furthermore, it is found in this case that the expectation value of $\hat{\theta}$ can be interpreted as a Rayleigh dissipative function associated with the macroscopic flow. Thus, no eigenvalue equation for $A$ can be formulated.

All these conclusions are valid within the approximations inherent in Smoluchowski's equation, namely, that we are considering the particle at times long compared with its relaxation time. The removal of this limitation, as mentioned in the text, shall be dealt with in a forthcoming paper of the series.
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#### Abstract

Conservation laws are derived with the use of Green's theorem. These are studied specifically for the wave equation. A trivial class of invariant transformations exists which maps solutions into solutions. The mapping consists in the addition of a particular solution to all solutions. Because of the linearity of the wave equation, this sum will again be a solution. It is shown that this class of transformations has the Newman-Penrose constants among its generators. Calculations are carried out explicitly for the scalar wave equation and for Maxwell's equations.


## 1. INTRODUCTION

Newman and Penrose ${ }^{1,2}$ have discovered a set of new constants of the motion. In linear field theories an infinite number of such constants of the motion exist, while in the nonlinear theory of general relativity only a finite number occur. An earlier attempt ${ }^{3}$ to understand the origin of these constants from the point of view of an invariant transformation ended in failure. That investigation started out from the assumption that the field equations were derivable from a variational principle and hence that Noether's theorem ${ }^{4}$ connecting an invariant transformation to a conserved quantity would be valid. The conclusion was that the Newman-Penrose ( $\mathrm{N}-\mathrm{P}$ ) constants, as generators of invariant transformations, generate a zero change in the field variables ${ }^{5} \delta y_{A}=0$. This does

[^21]not give any insight into the $\mathrm{N}-\mathrm{P}$ constants, except to suggest that they are trivial from the point of view of transformation theory. Therefore, a further effort has been made to understand these constants without relying explicitly on Noether's theorem. It was hoped that an alternate approach to invariant transformations and conservation laws would give additional insight into these unusual constants of the motion.

The principal characteristic of physically interesting differential conservation laws is that there exists a set of quantities $t^{\rho}$ such that $t^{\rho}, \rho=0$ whenever a set of field equations are satisfied, but not otherwise. For example, Noether's theorem results in the expression

$$
\begin{equation*}
-\delta y_{A} L^{A} \equiv t_{, \rho}^{\rho} \tag{1.1}
\end{equation*}
$$

where $\delta y_{A}$ is the invariant transformation and $L^{A}=0$ are the field equations for the field variables $y_{A}$. Clearly, when the field equations are satisfied, i.e., $L^{A}=0$, the weak conservation law $t^{\rho}{ }_{, \rho}=0$ follows.

An alternate approach to obtain an expression similar to (1.1) is suggested by Green's theorem. Green's theorem may be stated generally as follows: If $L^{A}=0$ are the field equations to be satisfied by the variables $y_{A}$, the adjoint system of equation $L^{+A}=0$ for variables $z_{A}$ is defined by

$$
\begin{equation*}
z_{A} L^{A}(y)-y_{A} L^{+A}(\mathrm{Z}) \equiv C_{, \rho}^{\rho} \tag{1.2}
\end{equation*}
$$

Suppose $z_{A}$ can be chosen such that

$$
\begin{equation*}
y_{A} L^{+A}(Z) \equiv Q_{, \rho}^{\rho} \tag{1.3}
\end{equation*}
$$

Then by defining

$$
\begin{equation*}
t^{\rho} \stackrel{\text { def }}{=} C^{\rho}+Q^{\rho}, \tag{1.4}
\end{equation*}
$$

Eq. (1.2) is reduced to an expression of the form of (1.1). If $z_{A}$ can be identified with $-\delta y_{A}$, a correspondence with an invariant, transformation results. For linear equations this identification is possible only if the system of equations $L^{A}=0$ is self-adjoint, i.e., $L^{A} \equiv L^{+A}$. For nonlinear equations, the adjoint equations can be defined if we allow them to depend on the $y_{A}$ as well as the $z_{A}$. However, in that case the significance is not clear.
In Sec. 2 this approach will be applied to the scalar field as an illustration. The usual transformations giving energy-momentum conservation will be shown and finally a transformation giving the $\mathrm{N}-\mathrm{P}$ constants will be written down. In order to illustrate the technique applicable to spinor equations, Maxwell's equations are treated in Sec. 3. All of this work is carried out in Minkowski space. Section 4 presents a summing up together with a brief discussion of what to expect in a curved space-time.

## 2. THE MASSLESS SCALAR FIELD

## A. Invariant Transformations

The massless scalar field $\phi(x)$ satisfies the linear field equation

$$
\begin{equation*}
\eta^{\mu v} \phi_{, \mu \nu}=0, \tag{2.1}
\end{equation*}
$$

where the metric tensor is defined by

$$
\begin{aligned}
d s^{2} & =\eta_{\mu \nu} d x^{\mu} d x^{\nu} \\
& =\left(d x^{0}\right)^{2}-\left(d x^{1}\right)^{2}-\left(d x^{2}\right)^{2}-\left(d x^{3}\right)^{2} .
\end{aligned}
$$

Green's theorem takes the form

$$
\begin{equation*}
\psi \eta^{\mu v} \phi_{, \mu v}-\phi \eta^{\mu v} \psi_{, \mu v} \equiv\left(\psi \phi,{ }^{v}-\phi \psi_{, .}\right)_{, v} \tag{2.2}
\end{equation*}
$$

The scalar wave equation is clearly self-adjoint. Comparison with (1.2) identifies

$$
\begin{equation*}
C^{\nu} \stackrel{\text { def }}{=} \psi \phi_{. .}{ }^{\nu}-\phi \psi,{ }^{\nu} . \tag{2.3}
\end{equation*}
$$

We can divide our further consideration into two cases:
(i) $\phi \psi{ }_{, \mu \nu} \eta^{\mu \nu} \equiv Q^{\nu}{ }_{\nu \nu}$,
but

$$
\phi_{, . \rho}^{\rho}=0 \Rightarrow \psi_{, . \rho}^{\rho}=0 ;
$$

(ii) $\psi_{, \mu}^{\mu}=0$ independent of $\phi$.

This implies that an expression of the form (1.1) results with $Q^{\rho}=0$ even when $\phi$ is not a solution of the scalar wave equation.

Case $i$ : Under a Lorentz transformation,

$$
\delta x^{\rho}=a^{\rho}+\omega_{\sigma}^{\rho} x^{\sigma}, \quad\left(\omega_{\rho \sigma}+\omega_{\sigma \rho}=0\right),
$$

and

$$
\begin{equation*}
\delta \phi=-\phi, \rho \delta x^{\rho} . \tag{2.4}
\end{equation*}
$$

Let $\psi=-\bar{\delta} \phi$; then one easily finds

$$
\begin{align*}
& \phi \eta^{\mu v} \psi_{, \mu \nu} \\
& \equiv Q^{v}{ }_{, v}  \tag{2.5}\\
& Q^{v} \stackrel{\text { def }}{=} \phi\left(\phi, \rho x^{\rho}\right),{ }^{v}-\frac{1}{2} \phi, \rho \phi_{, \rho}^{\rho} \delta x^{v} .
\end{align*}
$$

With this choice for $\psi,(2.2)$ takes the form

$$
\begin{equation*}
-\delta \phi \eta^{\mu \nu} \phi_{, \mu \nu}=t_{, \nu}^{\nu} ; \quad t^{\nu} \stackrel{\text { def }}{=} t_{\mu}^{\nu} a^{\mu}+\frac{1}{2} M^{\nu \rho \sigma} \omega_{\rho \sigma}, \tag{2.6}
\end{equation*}
$$

where $t_{\mu}{ }^{\nu}$ and $M^{\nu \rho \sigma}$ are the canonical energy-momentumtensorand angular-momentum tensor, respectively,

$$
\begin{align*}
& t_{\mu}^{\nu} \stackrel{\text { def }}{=} \phi_{, \mu} \phi_{,}{ }^{\nu}-\frac{1}{2} \delta_{\mu}{ }^{\nu} \eta^{\rho \sigma} \phi_{, \rho} \phi_{, \sigma},  \tag{2.7}\\
& M^{v \rho \sigma} \stackrel{\text { def }}{=} t^{\nu \rho} x^{\sigma}-t^{v \sigma} x^{\rho} .
\end{align*}
$$

Equations (2.4)-(2.7) show that in this manner we have recovered the results usually obtained through Noether's theorem.

Case ii: Because the scalar wave equation is selfadjoint, $\phi^{\prime}=\phi+\psi$ will be a solution of

$$
\begin{equation*}
\eta^{\mu v} \phi^{\prime}{ }_{, \mu v}=0, \tag{2.8}
\end{equation*}
$$

if and only if $\phi$ is a solution of (2.1). Thus (2.8) represents an invariant transformation in that, solutions are mapped into solutions while the field equations are unchanged in form. This transformation may appear to be trivial, but we shall see shortly that it contains the transformations which generate the N-P constants.

Consider the elementary solution

$$
\begin{equation*}
\psi(x)=D\left(x-x^{\prime}\right) \tag{2.9}
\end{equation*}
$$

where $D(x)$ is the free-field propagator which satisfies the initial conditions

$$
\begin{align*}
\left.D(x)\right|_{x^{0}=0} & =0, \\
\left.\frac{\partial}{\partial x^{0}} D(x)\right|_{x^{0}=0} & =-\delta(\mathbf{x}) .
\end{align*}
$$

In (2.9) $D\left(x-x^{\prime}\right)$ is to be considered as a generalized function of $x$ while $x^{\prime}$ is a parameter which identifies a particular one of the set of such functions. Thus,

$$
\begin{equation*}
\bar{\delta} \phi(x)=-D\left(x-x^{\prime}\right) \tag{2.10}
\end{equation*}
$$

is an invariant transformation in the sense of Case (ii). Note that since $x^{\prime}$ is merely a parameter

$$
\begin{equation*}
\psi(x)=D\left(x-x^{\prime}\right) f\left(x^{\prime}\right) \tag{2.11}
\end{equation*}
$$

an arbitrary continuous function $f\left(x^{\prime}\right)$ also satisfies the condition of being an invariant transformation of
$\phi(x)$. Similarly

$$
\begin{equation*}
\psi(x)=\int_{R_{4}^{\prime}} D\left(x-x^{\prime}\right) f\left(x^{\prime}\right) d^{4} x^{\prime} \tag{2.12}
\end{equation*}
$$

is a linear combination of such solutions and therefore is itself an invariant change in $\phi(x)$. In fact, this clearly represents the most general transformation of Case (ii). Therefore, by studying (2.10) we can hope to learn the significance of these transformations.

## B. Newman-Penrose Constants

The generator of an invariant transformation is the constant of the motion resulting from that transformation. To determine the generator when $\psi(x)$ is chosen as in (2.9), consider a region $R_{4}$ bounded by two spacelike surfaces $\sigma_{1}$, and $\sigma_{2}$ (Fig. 1) and let $x^{\prime}$ lie in $\sigma_{2}$. By application of Stokes' integral theorem one finds, when $\phi=0$,

$$
\begin{equation*}
\int_{R_{4}} t^{\rho}, \rho d^{4} x=\int_{\sigma_{2}} t^{\rho} n_{\rho} d \sigma-\int_{\sigma_{1}} t^{\rho} n_{\rho} d \sigma=0 \tag{2.13}
\end{equation*}
$$

and where $n_{\rho}$ is the future-pointing normal to $\sigma_{1}$ and $\sigma_{2}$. The constant of the motion

$$
\begin{equation*}
C=\int_{\sigma_{1}} t^{\rho} n_{\rho} d \sigma \tag{2.14}
\end{equation*}
$$

is the generator sought for. Its value can be determined by evaluating the integral over $\sigma_{2}$ :

$$
\begin{equation*}
C=\phi\left(x^{\prime}\right) \tag{2.15}
\end{equation*}
$$

This result is precisely what we should have expected, since from quantum field theory we know

$$
\bar{\delta} \phi=-i\left[\phi(x), \phi\left(x^{\prime}\right)\right]=D\left(x-x^{\prime}\right)
$$

Clearly, choosing $\psi(x)$ as in (2.11) merely gives us

$$
\begin{equation*}
C=\phi\left(x^{\prime}\right) f\left(x^{\prime}\right) \tag{2.16}
\end{equation*}
$$

The integral (2.14) is not suitable for the study of $\mathrm{N}-\mathrm{P}$ constants. In the limit of $x^{\prime 0} \rightarrow+\infty$, the support of the integrand in Eq. (2.14) moves out to spacelike infinity. Actually we are interested in integrals taken in the limit of null infinity. To achieve this result, we


Fig. 1. The region of integration $R_{4}$ is bounded by two spacelike surfaces extending out to spacelike infinity. The dotted lines indicate the support for the generalized function of $x, D\left(x-x^{\prime}\right)$.


Fig. 2. The region of integration $R_{4}$ is now bounded by the null cone and a spacelike surface $\sigma_{2}$. The dotted lines again indicate the support of the generalized function of $x, D\left(x-x^{\prime}\right)$.
distort $\sigma_{1}$ into an outgoing null cone $\mathcal{N}$. The region $R_{4}$ in (2.13) is then bounded by $\mathcal{N}$ and $\sigma_{2}$ as in Fig. 2. We find

$$
\begin{equation*}
\phi\left(x^{\prime}\right)=\int_{\mathcal{N}}\left[2 \phi_{. \rho} l^{\rho}+\phi l^{\rho}, . \rho\right] D\left(x-x^{\prime}\right) d \tau_{(3)} \tag{2.17}
\end{equation*}
$$

where $l^{p}$ is the future-pointing null vector lying in $\mathcal{N}$. Now taking the limit $x^{\prime 0} \rightarrow+\infty$, the support of $D\left(x-x^{\prime}\right)$ on $\mathcal{N}$ moves out to null infinity.

To complete the discussion of the $\mathrm{N}-\mathrm{P}$ constants, it is convenient to introduce spherical coordinates ( $r, \theta, \phi$ ) on $\mathcal{N}$ such that the equation for $S$, the intersection of the support of $D\left(x-x^{\prime}\right)$ with $\mathcal{N}$, is given by $r=r^{\prime}$. The parameter $r$ is an affine parameter along the null rays: $l^{\rho}=\partial x^{\rho} / \partial r$ and $l^{\rho}{ }_{, \rho}=2 / r$. Equation (2.17) then becomes (the prime is now dropped from $r^{\prime}$ )

$$
\begin{equation*}
\phi\left(x^{\prime}\right)=\int_{S} \frac{1}{r}\left[\frac{\partial}{\partial r} \phi+\frac{1}{r} \phi\right] r^{2} \sin \theta d \theta d \phi \tag{2.18}
\end{equation*}
$$

which can be recognized as the Kirchhoff integral theorem.

In discussing the behavior of free fields at null infinity Newman and Penrose assume ${ }^{2}$

$$
\begin{equation*}
\phi=\sum_{\partial=0}^{l+1} \frac{\phi^{j}}{r^{j+1}}+O\left(\frac{1}{r^{l+2}}\right) \tag{2.19}
\end{equation*}
$$

Now, as $x^{\prime 0} \rightarrow+\infty, S \rightarrow$ null infinity. Therefore, the integral in $(2.18) \sim 1 / r^{2}$ and

$$
\lim _{x^{\prime} \rightarrow \infty} \phi\left(x^{\prime}\right)=0
$$

However, if we had chosen $\psi(x)$ as in (2.11) with $\left(x^{\prime 0}\right)^{2}=f\left(x^{\prime}\right)$, we would have obtained

$$
\begin{equation*}
\lim _{x^{0} \rightarrow \infty}\left(x^{\prime 0}\right)^{2} \phi\left(x^{\prime}\right)=\lim _{r \rightarrow \infty} 4 \int_{S} r^{2} \partial_{r}(r \phi) \sin \theta d \theta d \varphi \tag{2.20}
\end{equation*}
$$

When this limit exists, it is the first of the N-P constants for the massless scalar field. From (2.19) and (2.20) we find

$$
C=-4 \int \phi^{1} \sin \theta d \phi
$$

Note that the invariant transformation is

$$
\delta \phi(x)=-\left(x^{\prime 0}\right)^{2} D\left(x-x^{\prime}\right)
$$

and in the limit $x^{\prime 0} \rightarrow \infty, \bar{\delta} \phi$ differs from zero only at null infinity. At every point $\bar{\delta} \phi=0$. This result not only agrees with the earlier calculations, ${ }^{3}$ but explains it. The fact is that the N-P constants are surface integrals at infinity not because they come from a strong conservation law, but because the support of the invariant change in $\phi$ is limited to a null cone, in particular, the retrograde null cone at infinity.

To obtain the remaining N-P constants we require generalization of the transformations allowed by (2.12). Consider

$$
\begin{equation*}
\psi(x)=f\left(x^{\prime}\right)^{\rho_{1} \cdots \rho_{n}} \partial_{\rho_{1_{1}^{\prime}}} \cdots \partial_{\rho_{n^{\prime}}} D\left(x-x^{\prime}\right) \tag{2.21}
\end{equation*}
$$

We can construct $(2 n+1)$ additional constants for each $n \leq l$ where $l$ is defined by the summation in Eq. (2.19). To obtain an infinite number of constants, the solution would have to be analytic at null infinity.

## 3. ELECTRICITY AND MAGNETISM

Maxwell's equations in empty space take the form

$$
\begin{gather*}
F_{, v}^{\mu \nu}=0 ; \quad F_{[\mu \nu, \rho \rho}=0 \Leftrightarrow F_{, v}^{*_{\mu \nu}}=0, \\
F^{* \mu \nu}=\frac{1}{2} \epsilon^{\mu \nu \rho \sigma} F_{\rho \sigma}, \quad \epsilon_{0123}=-\epsilon^{0123}=1 . \tag{3.1}
\end{gather*}
$$

The square brackets around indices indicates complete antisymmetrization of the indices; $\epsilon^{\mu \nu \rho \sigma}$ is a tensor constructed from the permutation symbol. Operating on the cyclic equations with $\partial^{\rho}$ and then applying the first of Eqs. (3.1), we obtain

$$
\begin{equation*}
F_{\cdot, \rho}^{\mu \nu}=0 \tag{3.2}
\end{equation*}
$$

To assure that a solution of (3.2) be a solution of (3.1), it is necessary and sufficient that (3.1) be satisfied on an initial spacelike hypersurface. Green's theorem for (3.2) now reads

$$
\begin{equation*}
\psi_{\mu v} F^{\mu \nu, .}{ }_{\rho}^{\rho}-F^{\mu v} \psi_{\mu \nu, .}{ }_{\rho}^{\rho} \equiv\left(\psi_{\mu \nu} F^{\mu \nu}{ }_{.,}^{\rho}-F^{\mu \nu} \psi_{\mu \nu, .}{ }^{\rho}\right)_{, \rho} \tag{3.3}
\end{equation*}
$$

Just as for the scalar field, there are two cases here. The first, arising from the Lorentz transformation is of no further interest to us now. The second follows from the requirement

$$
\begin{equation*}
\psi_{\mu \nu, . \rho}^{\rho}=0 \tag{3.4}
\end{equation*}
$$

Choosing $\bar{\delta} F_{\mu \nu}=-\psi_{\mu \nu}$ we see that $\psi_{\mu \nu}$ maps solutions of (3.2) into other solutions of the tensor wave equation. Thus, even if $F_{\mu v}$ was originally a solution of Maxwell's equations, $F^{\mu \nu}-\psi^{\mu \nu}$ will, in general, not be a solution. The transformation we are discussing, then, is not an invariant transformation of Maxwell's equations, but of a somewhat more general system of
equations, the tensor wave equation. Nonetheless, if the more general system (3.2) possesses N-P constants, we can also expect the more restrictive class, solutions of (3.1), to possess them unless the restrictions are such as to exclude them. Indeed, since the N-P constants are known to exist for the Maxwell field, we know $a$ priori that the restrictions of the first-order equations (3.1) do not exclude them entirely.

Because we are dealing with the Maxwell equations we can understand the nature of the restrictions imposed by the first-order equations. The more general system of equations (3.2) not only does not require charge conservation, and therefore may have solutions which exhibit monopole radiation, but each component separately behaves like a scalar field. Hence there are six states of polarization possible which, of course, include monopole radiation. As a result, the solutions of (3.2) will in general have six sets of N-P constants. Of all the solutions of (3.2), those which are solutions of Maxwell's equations certainly do not permit monopole radiation (charge is conserved), but even further, have only two transverse states of polarization. Therefore, we expect at most two independent sets of N-P constants.

To see this point we have to follow the argument of the previous section. Choose

$$
\begin{equation*}
\psi_{\mu v}(x)=\delta_{\mu \nu}^{\rho^{\prime} \sigma^{\prime} D\left(x-x^{\prime}\right) ; ~} \tag{3.5}
\end{equation*}
$$

$\delta_{\mu \nu}^{\rho^{\prime} \sigma^{\prime}}=\delta_{\mu}^{\rho^{\prime}} \delta_{v}^{\sigma^{\prime}}-\delta_{\mu}^{\sigma^{\prime}} \delta_{v}^{\rho^{\prime}}$ as a function of $x$ is to be considered as a constant tensor of rank 2. The indices $\rho^{\prime}$ and $\sigma^{\prime}$ are labels which are associated with $x^{\prime}$. Therefore, $\delta_{\mu \nu}^{\rho^{\prime} \sigma^{\prime}}$ may also be considered a constant tensor with respect to $x^{\prime}$. This identification is reinforced by the primes on the relevant indices. When there is no confusion, the primes will be dropped as on the left-hand side of Eq. (3.6) below. We find then that

$$
\begin{equation*}
F^{\rho \sigma}\left(x^{\prime}\right)=\int_{\mathcal{N}} \delta_{\mu \nu}^{\rho_{\mu \nu}^{\prime} \sigma^{\prime}}\left\{2 F_{, \rho}^{\mu v} l^{\rho}+F^{\mu v} l_{, \rho}^{\rho}\right\} D\left(x-x^{\prime}\right) d \tau_{(3)} \tag{3.6}
\end{equation*}
$$

where $l^{p}$ is the null vector lying in the surface $\mathcal{N}$ as in Eq. (2.17). Thus $F^{\rho \sigma}\left(x^{\prime}\right)$ is the generator of the invariant transformation

$$
\bar{\delta} F_{\mu \nu}=-\delta_{\mu \nu}^{\rho^{\prime} \sigma^{\prime}} D\left(x-x^{\prime}\right)
$$

for the wave equations (3.2).
In order to reduce the integrand in (3.6) to the independent data for solutions of the Maxwell equations, it is convenient to introduce a null tetrad and the corresponding tetrad components of the field. Choose $l^{\rho}$ and $r$ as in (2.18). Let $n^{\rho}$ be the corresponding null vector lying in the retrograde null cone from $x^{\prime}$. Scale $n^{\rho}$ so that on $S, l^{\rho} n_{\rho}=1$. Then define $n_{\rho}$ on $\mathcal{N}$
by parallel transport along $l^{\rho}: n_{\rho, \sigma} l^{\sigma}=0$. Introduce two orthogonal spacelike unit vectors in $S: a^{\mu} a_{\mu}=$ $b^{\mu} b_{\mu}=a^{\mu} b_{\mu}-1=-1$. Define the complex null vectors

$$
\begin{equation*}
\sqrt{2} m^{\mu}=a^{\mu}+i b^{\mu} \tag{3.7}
\end{equation*}
$$

Define $m^{\mu}$ over $\mathcal{N}^{\rho}$ by parallel transport: $m^{\mu}{ }^{\mu} \rho^{\rho}=0$. Thus, at each point of $\mathcal{N}$ we have defined a null tetrad ( $l^{\mu}, n^{\mu}, m^{\mu}, \bar{m}^{\mu}$ ) with the properties

$$
\begin{gather*}
l^{\mu} l_{\mu}=n^{\mu} n_{\mu}=m^{\mu} m_{\mu}=l^{\mu} m_{\mu}=n^{\mu} m_{\mu}=0,  \tag{3.8}\\
l^{\mu} n_{\mu}=-m^{\mu} \bar{m}_{\mu}=1 .
\end{gather*}
$$

Next we can define the bivectors

$$
\begin{align*}
V^{\mu v} & =l^{\mu} m^{\nu}-l^{\nu} m^{\mu}, \\
M^{\mu v} & =l^{\mu} n^{v}-l^{\nu} n^{\mu}-m^{\mu} \bar{m}^{v}+m^{\nu} \bar{m}^{\mu},  \tag{3.9}\\
U^{\mu \nu} & =n^{\mu} \bar{m}^{v}-n^{\nu} \bar{m}^{\mu},
\end{align*}
$$

and the complex-conjugate bivectors. Since the bivectors written explicitly above satisfy the relations

$$
\begin{align*}
V^{* \mu \nu} & =-i V^{\mu \nu} \\
M^{*_{\mu \nu}} & =-i M^{\mu \nu},  \tag{3.10}\\
U^{* \mu \nu} & =-i U^{\mu \nu}
\end{align*}
$$

they form a basis on $\mathcal{N}$ for the expansion of

$$
\begin{align*}
F^{(-) \mu \nu} & \stackrel{\text { def }}{=} \frac{1}{2}\left(F^{\mu \nu}+i F^{* \mu \nu}\right) \\
& \stackrel{\text { def }}{=} \phi_{2} V^{\mu \nu}-\phi_{1} M^{\mu \nu}-\phi_{0} U^{\mu \nu} . \tag{3.11}
\end{align*}
$$

Because of the linearity of all of the operations involved, Eq. (3.6) can be rewritten for $F^{(-) p \rho}$. Then using (3.11) we have

$$
\begin{align*}
F^{(-) \rho \sigma}\left(x^{\prime}\right)= & \int_{\mathcal{N}} \delta_{\mu \nu}^{\rho_{\mu}^{\prime} \sigma^{\prime}}\left\{V ^ { \mu \nu } \left(2 \phi_{2, \kappa} l^{\kappa}+\phi_{2} l^{\kappa}, \kappa\right.\right. \\
& -M^{\mu \nu}\left(2 \phi_{1, \kappa} l^{\kappa}+\phi_{1} l^{\kappa},{ }_{, \kappa}\right) \\
& \left.-U^{\mu \nu}\left(2 \phi_{0, \rho}+\phi_{0} l^{\rho}, \rho\right)\right\} D\left(x-x^{\prime}\right) d \tau_{(3)} \tag{3.12}
\end{align*}
$$

On $\mathcal{N}$ we find from Maxwell's equations (3.1)

$$
\begin{aligned}
& V^{\mu \nu}\left(2 \phi_{2, \kappa} \kappa^{\kappa}+\phi_{2} l^{\kappa}{ }_{, \kappa}\right)=-2\left(V^{\mu \nu} \bar{m}^{\kappa} \phi_{1}\right)_{, \kappa}-M^{\mu \nu} \phi_{1} l^{\kappa}{ }_{, \kappa}, \\
& M^{\mu \nu}\left(\phi_{1, \kappa} l^{\kappa}+\phi_{1} l^{\kappa}{ }_{, \kappa}\right)=-\left(M^{\mu \nu} \bar{m}^{\kappa} \phi_{0}\right)_{, \kappa}+U^{\mu v} \phi_{0} l^{\kappa}{ }_{, \kappa} .
\end{aligned}
$$

Thus, we finally arrive at

$$
\begin{align*}
& F^{(-) \rho \sigma}\left(x^{\prime}\right) \\
& \quad=\int_{\mathcal{N}} \delta_{\mu \nu}^{\rho^{\prime} \sigma^{\prime}} U^{\mu v}\left\{2 \phi_{0, \kappa} l^{\kappa}+3 l^{x}{ }_{. \kappa} \phi_{0}\right\} D\left(x-x^{\prime}\right) d \tau_{(3)}, \tag{3.13}
\end{align*}
$$

where we have used the fact that $D\left(x-x^{\prime}\right)$ is constant on $S$. From (3.13) we see then that specifying one complex function $\phi_{0}$ on $\mathcal{N}$ (two real functions) a solution of the homogeneous Maxwell equations is determined. It is clear that suitable assumptions about the asymptotic behavior of $F^{(-) \rho \sigma}\left(x^{\prime}\right)$ in the limit of null infinity will lead to nonvanishing weighted limits of (3.13). These limits are linear combinations of the $\mathrm{N}-\mathrm{P}$ constants.

To derive an explicit expression for the N-P constants it is necessary to define a null tetrad at $x^{\prime}$, $L^{\mu}, N^{\mu}$, and $M^{\mu}$ which satisfy the same algebraic conditions as $l^{\mu}, n^{\mu}, m^{\mu}$, Eq. (3.8). Then defining $\phi_{0}\left(x^{\prime}\right), \phi_{1}\left(x^{\prime}\right)$, and $\phi_{2}\left(x^{\prime}\right)$ in terms of this tetrad as in (3.12), we have

$$
\begin{align*}
\left(\begin{array}{l}
\phi_{0} \\
\phi_{1} \\
\phi_{2}
\end{array}\right)= & \int_{\mathcal{N}}\left(\begin{array}{l}
L_{\mu} M_{v} \\
L_{\mu} N_{v} \\
\bar{M}_{\mu} N_{v}
\end{array}\right) \\
& \times U^{\mu v}\left\{2 \phi_{0 . k^{\kappa}}+3 \phi_{0} l^{\kappa}{ }_{, \kappa}\right\} D\left(x-x^{\prime}\right) d \tau_{(3)} \tag{3.14}
\end{align*}
$$

Introducing once again spherical coordinates on $\mathcal{N}$, one can choose the origin of polar coordinates on $S$ so that

$$
\begin{align*}
L_{\mu} M_{v} U^{\mu \nu} & =-\frac{1}{r_{2}}{ }_{-1} Y_{1,-1}(\theta, \varphi), \\
L_{\mu} N_{\nu} U^{\mu \nu} & =\frac{1}{r_{2}}{ }_{-1} Y_{1,0}(\theta, \varphi),  \tag{3.15}\\
\bar{M}_{\mu} N_{\nu} U^{\mu \nu} & =\frac{1}{r_{2}}{ }_{-1} Y_{1,1}(\theta, \varphi),
\end{align*}
$$

where the ${ }_{-1} \boldsymbol{Y}_{1, m}$ are spin-s spherical functions ${ }^{6,7}$ of spin weight -1 . Then

$$
\begin{align*}
Q_{m} & =\lim _{x^{0} \rightarrow \infty} \frac{1}{16}\left(x^{\prime 0}\right)^{4} \phi_{1+m} \\
& =\lim _{r \rightarrow \infty} r^{2} \int_{S} Y_{1 . m} Y_{r}\left(r^{3} \phi_{0}\right) \sin \theta d \theta d \varphi \tag{3.16}
\end{align*}
$$

which agrees with the definition given by Newman and Penrose. ${ }^{2}$ The higher-order N-P constants can be obtained in a similar manner to that outlined in Sec. 2 and indicated in Eq. (2.21).

## 4. DISCUSSION

The above calculations can be easily extended to what Penrose ${ }^{8}$ calls basic free fields. These are fields which can be represented by wholly symmetric spinors with either dotted or undotted indices, but not both. Further, the basic free fields satisfy the first-order field equations

$$
\begin{equation*}
\nabla^{A \dot{K}_{\psi}} \psi_{A B C} \ldots=0 \tag{4.1}
\end{equation*}
$$

Linearized general relativity is included in these basic free fields. The conformal tensor $C_{\mu \nu \rho \sigma}$ can be represented by a completely symmetric rank 4 spinor: $\psi_{A B C D}$. When the Einstein equations are satisfied, $R_{\mu \nu}=0$, the only part of the curvature tensor which may be different from zero is the conformal tensor. Then the linearized Bianchi identities take the form of

[^22]Eq. (4.1) which may be taken to be a propagation equation for the conformal tensor itself. Unfortunately, the extension of these ideas to the nonlinear gravitational theory has not yet been completed. However, preliminary results indicate that the approach given here is essentially correct.

One question which naturally arises is whether one could find an invariant transformation which maps solutions of the first-order equations into solutions of the first-order equations rather than into solutions of the wave equation. This can be done by using the Hertz potentials ${ }^{9}$ to construct the fields. The Hertz potentials always satisfy the wave equation. Therefore, by the methods of this paper Hertz potentials may be mapped into Hertz potentials. Fields of spin $s$ are related to the Hertz potentials by $2 s$ differentiations. These fields then satisfy the first-order equations (4.1).

The reason we have chosen not to present this approach in the main body of the paper is that we are interested in developing a method which may be applicable in a space-time with curvature. While it is true that a potential exists for Maxwell's field, spin 1 , even in a curved space-time, it is not true for any

[^23]other spin. In particular, it is not true for the gravitational field. Preliminary calculations indicate that the Green's theorem approach to the wave equation for the field itself does show promise of giving an explanation in curved space-time as well as it does in Minkowski space.

It is fairly clear, however, that for linear equations in flat space-time these constants of the motion are trivial. The invariant transformation is simply the fact that the solutions of the wave equation form a linear vector space. Therefore, the constants are not related to an intrinsic property of the field analogous to charge or energy. The situation may be different in a curved space-time or for nonlinear equations.
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## INTRODUCTION

In recent years much attention has been given to the theoretical study of many-body systems with weak long-range forces. For the most part, this activity appears to be motivated not by the physical reality of the models, but rather by interest in the mathematical

[^26]singularities of various properties of such systems, for example, critical points, etc.

The basis for interest in singularities is the commonly held feeling that the singularities of a function are "fingerprints" that determine the essential properties of the function. It is hoped that precise knowledge about the nature and location of singularities, together with a few numerical values to fill in gaps, will
specify the function sufficiently well for practical purposes.

This may be in fact a valid point of view. It is known to work very well, for example, in calculating the vibrational-frequency spectrum of a harmonic lattice with typical short-range forces.

Whether this point of view is valid with respect to systems with weak long-range forces seems to be more doubtful. In this article an example is presented where knowledge of the precise nature and location of a singularity is irrelevant and even misleading in a practical sense. The frequency spectrum of a harmonic lattice with interactions that are weak and have a long but finite range is the example presented.

From the work of Van Hove ${ }^{1}$ and others ${ }^{2}$ it is known that the frequency spectrum of a harmonic lattice with interactions of finite range has certain kinds of singularities, depending on dimensionality. For example, in one dimension the typical singularity is inverse square root; in two dimensions the typical singularity is logarithmic.

In the examples to be discussed here, the singularities predicted by Van Hove's arguments are the only ones present in the frequency spectrum and yet the shape of the spectrum is determined almost completely (e.g., over many decades in the distribution function) by a "false" singularity that the spectrum does not possess.

## MOTIVATIONS

The present investigation was suggested by several observations and an analogy. First we make the observations.

As is well known, a one-dimensional gas whose molecules interact with a finite-range potential does not undergo a phase transition, i.e., its thermodynamic properties are analytic functions of temperature, etc. If, however, a weak long-range interaction is added on, and the appropriate limit to infinite range and zero strength is taken, then in this limit the gas undergoes a phase transition of the van der Waals type, and the thermodynamic functions have singularities in temperature, etc. ${ }^{3}$

A three-dimensional gas whose molecules interact with a finite-range potential is known experimentally to undergo a phase transition, and some analytic properties of its thermodynamic functions are known

[^27]with moderate precision (e.g., its critical-point exponents). The corresponding three-dimensional van der Waals gas has been investigated theoretically ${ }^{4}$; in the limit of infinite range and zero strength, the analytic behavior of thermodynamic functions is entirely different than observed for finite-range interactions.

In this connection, attention is called to Van Kampen's treatment of condensation of a van der Waals gas. ${ }^{5}$ A remarkable feature of this work is that dimensionality and the limit of infinite range are not invoked explicitly. At first glance, the results appear to be valid for interactions of finite range and strength and they have the same character as those found in the limit. Clearly this theory cannot be entirely correct, because we know that condensation does not occur in one dimension except in the limit. Van Kampen's derivation, however, is so simple and plausible that it should be taken seriously, i.e., we should not immediately jump to the conclusion that his results are correct only in the limit of infinite range. They must have some kind of validity even for finite range.

The observations that have just been made suggest two conclusions. First, it is clear that thermodynamic functions are not continuous at the limit of infinite range and zero strength. Second, it seems likely, in particular from Van Kampen's work, that the behavior found in the limit is representative in some approximate sense of the behavior before the limit is taken.

We are led to analogous conclusions by our investigation of the vibrational-frequency spectrum of a harmonic lattice with weak finite long-range interactions.

Another related observation comes from work by Bowers and Rosenstock, ${ }^{6}$ who calculated the frequency spectrum of a two-dimensional harmonic lattice with nearest- and next-nearest-neighbor interactions. They found that the distribution function $G\left(\omega^{2}\right)$ of the spectrum changes substantially as the relative strength of next-nearest-neighbor interaction is varied. With only nearest-neighbor interactions, the function $G\left(\omega^{2}\right)$ has a logarithmic singularity at $\omega^{2}=\frac{1}{2} \omega_{\max }^{2}$. As more and more next-nearest-neighbor interaction is added on, the singularity remains logarithmic (as it must), but it shifts to higher and higher frequencies. When the nearest- and next-nearest-neighbor-interaction strengths are equal, the logarithmic peak falls on the upper limit $\omega_{\max }^{2}$ of the spectrum.

This example shows that striking quantitative changes in the spectrum can be produced by increasing

[^28]the range of interaction. However, the qualitative (i.e., analytic) behavior is not changed; Van Hove's theorem still holds.

We bypass substantial literature, reviewed by Maradudin, Montroll, and Weiss, ${ }^{2}$ concerned with long-range interactions of ionic type; here, Van Hove's arguments do not apply, and all sorts of singularities are found.

The analogy referred to earlier is concerned with the dual role of the integral

$$
\begin{equation*}
\int_{-\pi}^{\pi} \int_{\pi}^{\pi} d \theta_{1} d \theta_{2}\left(z-2 \cos \theta_{1}-2 \cos \theta_{2}\right)^{-1} \tag{1}
\end{equation*}
$$

regarded as a function of the complex variable $z$. This integral can be evaluated exactly in terms of elliptic integrals. It has a logarithmic singularity at $z=4$.

One place that this integral appears is in the specific heat of a two-dimensional Ising lattice (square, isotropic, nearest-neighbor interactions). ${ }^{7}$ In this example, $z$ is a function of temperature; the specific heat has a logarithmic singularity at the temperature determined by the condition $z=4$.

Another place that this integral appears is in the frequency spectrum of a two-dimensional harmonic lattice (square, isotropic, nearest-neighbor interactions). ${ }^{8}$ Here, $z$ is a function of frequency. In consequence, the distribution function $G\left(\omega^{2}\right)$ has a logarithmic singularity at the frequency determined by the condition $z=4$.

We must, however, not take this analogy too seriously. Cases are known where it is false. For example, the distribution function $G\left(\omega^{2}\right)$ of a three-dimensional harmonic lattice is determined by an integral having the same structure as (1)

$$
\begin{equation*}
\iiint_{-\pi}^{\pi} d \theta_{1} d \theta_{2} d \theta_{3}\left(z-3 \cos \theta_{1}-3 \cos \theta_{2}-3 \cos \theta_{3}\right)^{-1} \tag{2}
\end{equation*}
$$

This integral has square-root singularities, and so does $G\left(\omega^{2}\right)$. As far as is known, ${ }^{9}$ the specific heat of the corresponding three-dimensional Ising lattice has entirely different singularities, and cannot be expressed in terms of the same integral.
The validity of this analogy with respect to systems with weak long-range forces in two dimensions is not known at all.
If the analogy is good, then investigation of the frequency spectrum of a two-dimensional liattice with

[^29]weak long-range forces may shed some light on properties of the corresponding Ising lattice. Even if the analogy is not good, such investigations still provide examples of the practical irrelevance of theoretically relevant singularities.

The preceding observations and analogy were motivations for the analysis to be described now.

## ONE-DIMENSIONAL MODEL

Before proceeding to the more interesting twodimensional model, we discuss a simple example in one dimension which illustrates the main point.

Let $u_{n}$ be the displacement from equilibrium of the $n$th atom. Then in the harmonic approximation the potential energy may be written as

$$
\begin{equation*}
U=\frac{1}{2} \sum_{m} \sum_{n} A(m-n) u_{m} u_{n} . \tag{3}
\end{equation*}
$$

The force-constant matrix $A(m-n)$ clearly depends on only the separation $|m-n|$. It should be noted that, for reasons of translational invariance, the force constants must obey the condition

$$
\begin{equation*}
\sum_{m} A(m)=0, \tag{4}
\end{equation*}
$$

or

$$
\begin{equation*}
A(0)=-\sum_{m \neq 0} A(m) \tag{5}
\end{equation*}
$$

In the nearest-neighbor model, the only nonvanishing matrix elements are $A(1)=A(-1)$ and $A(0)=$ $-2 A(1)$.
The long-range model to be analyzed here is defined by the special choice of force constants

$$
\begin{equation*}
A(m)=\alpha \exp -\gamma(|m|-1) ; \quad m \neq 0 \tag{6}
\end{equation*}
$$

and $A(0)$ is given by Eq. (5). The parameter $\gamma$ plays the role of an inverse length. Note that only nearestneighbor interactions remain in the limit of infinite $\gamma$. On the other hand, small $\gamma$ means that interactions extend over many neighbors.

Weiss ${ }^{10}$ has analyzed the frequency spectrum of a related system. The essential differences which turn out to be of great importance, are: (1) He treats the nearest neighbors in a different way than the distant neighbors, and (2) his force constants alternate in sign, while ours all have the same sign.

The dispersion relation is given by the standard expression

$$
\begin{equation*}
\omega^{2}(q)=\sum_{m} A(m) \exp (i q m) \tag{7}
\end{equation*}
$$

(Throughout this article we will normalize force constants and masses to suit our convenience. Here, for example, we have set the mass equal to unity.)

[^30]In the limit of an infinitely large lattice, the sum in Eq. (7) may be performed explicitly, leading to

$$
\begin{equation*}
\omega^{2}(q)=-2 \alpha /\left(1-e^{-\gamma}\right)+2 \alpha \frac{\cos q-e^{-\gamma}}{1+e^{-2 \gamma}-2 e^{-\gamma} \cos q} \tag{8}
\end{equation*}
$$

It is easy to verify that this reduces to the usual expression

$$
\begin{equation*}
\omega^{2}(q)=-2 \alpha(1-\cos q) \tag{9}
\end{equation*}
$$

in the limit of infinitely large $\gamma$.
The behavior of $\omega^{2}(q)$ for small $q$ determines the sound velocity,

$$
\begin{equation*}
\omega^{2}(q) \simeq-\left[\alpha\left(1+e^{-\gamma}\right) /\left(1-e^{-\gamma}\right)^{3}\right] q^{2}+\cdots \tag{10}
\end{equation*}
$$

We choose the coefficient $\alpha$ so that the long-wavelength sound velocity is unity,

$$
\begin{equation*}
\alpha=\alpha(\gamma)=-\left(1-e^{-\gamma}\right)^{3} /\left(1+e^{-\gamma}\right) \tag{11}
\end{equation*}
$$

Then the dispersion relation is

$$
\begin{equation*}
\omega^{2}(q)=\frac{\left(1-e^{-\gamma}\right)^{2} \cdot 2(1-\cos q)}{\left(1-e^{-\gamma}\right)^{2}+2 e^{-\gamma}(1-\cos q)} \tag{12}
\end{equation*}
$$

The maximum allowed frequency is $\omega_{m}$,

$$
\begin{equation*}
\omega_{m}=2\left(1-e^{-\gamma}\right) /\left(1+e^{-\gamma}\right)=2 \tanh (\gamma / 2) \tag{13}
\end{equation*}
$$

Thus the dispersion relation becomes

$$
\begin{equation*}
\omega^{2}(q)=\frac{2(1-\cos q)}{1+\left(1 / \omega_{m}^{2}-\frac{1}{4}\right) \cdot 2(1-\cos q)} \tag{14}
\end{equation*}
$$

This form seems most useful for calculating.
The density of states $g(\omega)$ can be found by differentiation,

$$
\begin{equation*}
g(\omega)=d q / d \omega \tag{15}
\end{equation*}
$$

Note that in this one-dimensional calculation we use the distribution $g(\omega)$ in $\omega$, rather than the distribution $G\left(\omega^{2}\right)$ in $\omega^{2}$ that is more customary in two and three dimensions.

On inversion, $q$ can be found as a function of $\omega$,

$$
\begin{equation*}
q=2 \arcsin \left(1+4 / \omega^{2}-4 / \omega_{m}^{2}\right)^{-\frac{1}{2}} \tag{16}
\end{equation*}
$$

and the differentiation is elementary. The result is

$$
\begin{equation*}
g(\omega)=\left(1-\omega^{2} / \omega_{m}^{2}\right)^{-\frac{1}{2}}\left(1+\omega^{2} / 4-\omega^{2} / \omega_{m}^{2}\right)^{-\frac{1}{2}} \tag{17}
\end{equation*}
$$

In the nearest-neighbor limit, $\gamma$ is infinite and $\omega_{m}=2$. Then (17) reproduces the standard result: an inverse square-root singularity at the maximum frequency.

In fact this is the only singularity possible. By a simple rearrangement, (17) is transformed into

$$
\begin{equation*}
g(\omega)=\frac{4}{4-\omega_{m}^{2}}\left(\frac{4}{4-\omega_{m}^{2}}-\frac{\omega^{2}}{\omega_{m}^{2}}\right)^{-1}\left(1-\frac{\omega^{2}}{\omega_{m}^{2}}\right)^{-\frac{1}{2}} \tag{18}
\end{equation*}
$$

For any finite $\gamma$, the maximum frequency $\omega_{m}$ is always smaller than 2, and so

$$
\begin{equation*}
4 /\left(4-\omega_{m}^{2}\right)>1 \tag{19}
\end{equation*}
$$

The inverse first-power singularity in the distribution function clearly always lies outside the allowed range of frequency

$$
\begin{equation*}
\omega^{2} / \omega_{m}^{2}<1 \tag{20}
\end{equation*}
$$

Nevertheless, when $\gamma$ is very small, and $\omega_{m}$ is also very small, the distribution function can be represented to a very good approximation by an inverse three-halves power singularity,

$$
\begin{equation*}
g(\omega) \cong\left(1-\omega^{2} / \omega_{m}^{2}\right)^{-\frac{3}{2}} \tag{21}
\end{equation*}
$$

This approximation is good for frequencies of the order of

$$
\begin{equation*}
0 \leq \omega^{2} / \omega_{m}^{2} \leqslant 1-\omega_{m}^{2} / 4 \tag{22}
\end{equation*}
$$

Once the frequency becomes larger than the upper limit in the inequality (22), then the inverse squareroot singularity takes over, and from then on the distribution function is approximately

$$
\begin{equation*}
g(\omega) \cong 4 / \omega_{m}^{2}\left(1-\omega^{2} / \omega_{m}^{2}\right)^{-\frac{1}{2}} \tag{23}
\end{equation*}
$$

As an illustration of orders of magnitude, let us suppose that $\gamma=0.01$. Then the approximate (21), with the inverse three-halves power singularity, is numerically good for the frequency domain

$$
\begin{equation*}
0 \leq \omega^{2} / \omega_{m}^{2} \leqslant 0.999 \tag{24}
\end{equation*}
$$

and fails only when $\omega^{2} / \omega_{m}^{2}$ becomes greater than 0.999 . From a practical point of view, almost all of the spectrum is described by a "false" singularity, lying outside the physically allowed frequency domain.

The distribution function $g(\omega)$ in the limit of vanishing $\gamma$ is

$$
\begin{equation*}
\lim _{\gamma \rightarrow 0} g(\omega)=\left(1-\omega^{2} / \omega_{m}^{2}\right)^{-\frac{3}{2}} \tag{25}
\end{equation*}
$$

In the limit, the inverse square-root singularity disappears entirely. This illustrates the lack of continuity at the point $\gamma=0$ which seems to be characteristic of systems with long-range interactions.
[It may be noticed that the maximum frequency itself vanishes in the limit. This is a consequence of imposing the requirement that the long-wavelength sound velocity remain fixed as the limit is taken. By making a different choice of the coefficient $\alpha(\gamma)$, then $\omega_{m}$ can be kept different from zero in the limit.]

The limiting form (25) is identical with the approximation (21), which is known, for long but finite-range interaction, to be a good approximation over a wide range of frequency. The limiting form (25) fails to
represent the correct distribution for long but finiterange interaction only over a very small range of frequency near the true singularity.

## TWO-DIMENSIONAL MODEL

Two-dimensional models are perhaps more interesting because of the possible analogy with Ising lattice problems. However, they show essentially the same qualitative features as the one-dimensional model just discussed.

What little is known about $G\left(\omega^{2}\right)$ for two-dimensional lattices with long-range forces is summarized in Ref. 2. Attention has been given mainly to interactions of ionic character, where the singularities are entirely different from those found in lattices with finite range interactions.

The procedure used to get the distribution function $g(\omega)$ in one dimension, based on Eq. (15), does not work in two or three dimensions, and another approach is needed. Our procedure is simply to express the distribution function for the system of interest in terms of the known distribution function for the square lattice with isotropic nearest-neighbor interactions. This idea has been used before, by Mazur, ${ }^{11}$ to relate properties of diatomic lattices to those of the corresponding monatomic lattices.
Even this procedure is difficult to follow in general; so we work backwards. That is, we guess at a dispersion relation, chosen so that the actual distribution function can be related to the nearest-neighbor distribution function, and then we verify that the guessed dispersion relation arises from long-range interactions. It will be seen that this inverse method works nicely.

The starting point for our calculation is the expression

$$
\begin{equation*}
G\left(\omega^{2}\right)=\left\langle\delta\left[\omega^{2}-\omega^{2}\left(q_{1}, q_{2}\right)\right]\right\rangle_{\mathrm{av}} \tag{26}
\end{equation*}
$$

for the distribution function $G\left(\omega^{2}\right)$. The average, denoted by angular brackets, means an average over all angles

$$
\begin{equation*}
\left\rangle_{\mathrm{av}}=\frac{1}{(2 \pi)^{2}} \int_{-\pi}^{\pi} \int_{-\pi} d q_{1} d q_{2}\right. \tag{27}
\end{equation*}
$$

In a square lattice with isotropic nearest-neighbor interactions, the dispersion relation is given by

$$
\begin{equation*}
\omega_{0}^{2}\left(q_{1}, q_{2}\right)=4-2 \cos q_{1}-2 \cos q_{2} \tag{28}
\end{equation*}
$$

This particular spectrum is indicated by the subscript zero. For convenience, we normalize units so that the

[^31]long-wavelength sound velocity is unity
\[

$$
\begin{equation*}
\omega_{0}^{2} \simeq q_{1}^{2}+q_{2}^{2}+\cdots \tag{29}
\end{equation*}
$$

\]

The distribution function $G_{0}\left(\omega^{2}\right)$ for this spectrum was found by Montroll ${ }^{8}$; it can be expressed in terms of the complete elliptic integral $K(m)$

$$
\begin{equation*}
G_{0}\left(\omega^{2}\right)=\left(1 / 2 \pi^{2}\right) K\left[\omega\left(8-\omega^{2}\right)^{\frac{1}{2}} / 4\right] . \tag{30}
\end{equation*}
$$

We use the notation of Ref. 12, where the variable $m$ replaces the more conventional variable $k$, according to $m=k^{2}$. This reference gives polynomial approximations for $K(m)$ that are quite useful for numerical calculations.

Now let us assume that the actual dispersion relation $\omega^{2}\left(q_{1}, q_{2}\right)$ can be expressed as a function $F$ of the nearest-neighbor frequency,

$$
\begin{equation*}
\omega^{2}\left(q_{1}, q_{2}\right)=F\left[\omega_{0}^{2}\left(q_{1}, q_{2}\right)\right] \tag{31}
\end{equation*}
$$

The actual form of the function $F(x)$ will be discussed later. The inverse function is denoted by $F^{-1}\left(\omega^{2}\right)$

$$
\begin{equation*}
\omega_{0}^{2}\left(q_{1}, q_{2}\right)=F^{-1}\left(\omega^{2}\right) \tag{32}
\end{equation*}
$$

The derivative of $F(x)$ is denoted by the standard $F^{\prime}(x)$.

Next we observe that the delta function of a function $f(x)$ can be expressed, according to a familiar formula, in terms of the delta function of the variable $x$

$$
\begin{equation*}
\delta[f(x)-a]=\left|f^{\prime}\left(x_{0}\right)\right|^{-1} \delta\left(x-x_{0}\right) \tag{33}
\end{equation*}
$$

where $x_{0}$ is the root of the equation

$$
\begin{equation*}
f\left(x_{0}\right)=a \tag{34}
\end{equation*}
$$

(If this equation has several roots, then we must sum them all; but in the present instance, only one root occurs.)

On making use of the above observation, we find that the distribution function $G\left(\omega^{2}\right)$ can be transformed to

$$
\begin{equation*}
G\left(\omega^{2}\right)=\frac{\left\langle\delta\left[F^{-1}\left(\omega^{2}\right)-\omega_{0}^{2}\left(q_{1}, q_{2}\right)\right]\right\rangle_{\mathrm{av}}}{\left|F^{\prime}\left[F^{-1}\left(\omega^{2}\right)\right]\right|} . \tag{35}
\end{equation*}
$$

But the numerator is just the nearest-neighbor distribution function $G_{0}$, so that the desired distribution function is related to the known $G_{0}$ by

$$
\begin{equation*}
G\left(\omega^{2}\right)=G_{0}\left[F^{-1}\left(\omega^{2}\right)\right] /\left\{F^{\prime}\left[F^{-1}\left(\omega^{2}\right)\right]\right\} \tag{36}
\end{equation*}
$$

The rest of the calculation depends on specific choices of $F(x)$.

This function is not arbitrary. We want to choose it so that the interaction force constants fall off asymptotically in the desired way, with a long but finite

[^32]range. Suppose that the potential energy in the harmonic approximation is
\[

$$
\begin{equation*}
U=\frac{1}{2} \sum A\left(m_{1}-m_{2}, n_{1}-n_{2}\right) u\left(m_{1}, n_{1}\right) u\left(m_{2}, n_{2}\right) \tag{37}
\end{equation*}
$$

\]

where $u(m, n)$ is the displacement (in the $z$ direction) of the atom whose equilibrium position is $x=m$, $y=n$. Then the force constants are $A\left(m_{1}-m_{2}\right.$, $n_{1}-n_{2}$ ). The dispersion relation is given by

$$
\begin{equation*}
\omega^{2}\left(q_{1}, q_{2}\right)=\sum A\left(n_{1}, n_{2}\right) \exp i\left(q_{1} n_{1}+q_{2} n_{2}\right) . \tag{38}
\end{equation*}
$$

On Fourier inversion, the force constants are evidently

$$
\begin{align*}
& A\left(n_{1}, n_{2}\right) \\
& \quad=\frac{1}{4 \pi^{2}} \iint_{-\pi}^{\pi} d q_{1} d q_{2} \omega^{2}\left(q_{1}, q_{2}\right) \exp -i\left(q_{1} n_{1}+q_{2} n_{2}\right) . \tag{39}
\end{align*}
$$

So a choice of $F(x)$ implies a choice of $A(m, n)$.
The force constants for large separation are determined mainly by the frequency $\omega^{2}$ for small $q_{1}$ and $q_{2}$, and in this neighborhood, Eq. (29) shows that the variable $x=\omega^{2}$ is essentially just the square of the vector $\mathbf{q}=\left(q_{1}, q_{2}\right)$. Then, with the corresponding definition of the vector $\mathbf{n}=\left(n_{1}, n_{2}\right)$, we can write approximately

$$
\begin{equation*}
A(n) \simeq \frac{1}{4 \pi^{2}} \int d^{2} q F\left(q^{2}\right) \exp (-i \mathbf{q} \cdot \mathbf{n}) \tag{40}
\end{equation*}
$$

Because only small $q$ is involved, we may replace the correct finite limits of integration by infinity. The integration over angles is then trivial, and leads to a Bessel function of the magnitudes of the vectors $n$ and $\mathbf{q}$,

$$
\begin{equation*}
A(n) \sim \frac{1}{2 \pi} \int_{0}^{\infty} d q q J_{0}(n q) F\left(q^{2}\right) . \tag{41}
\end{equation*}
$$

By imposing some desired form of asymptotic decay on the force constants $A(\mathbf{n})$, this integral equation can be inverted to yield $F\left(q^{2}\right)$.
This procedure, while feasible, leads to rather complicated formulas. Instead of following it closely, we combine it with other criteria for $F\left(q^{2}\right)$, among which simplicity of form is important.

The actual criteria are as follows. First, we ask that the force constants decay asymptotically as

$$
\begin{equation*}
A(n) \sim(n \gamma)^{\alpha-\frac{3}{2}} \exp (-n \gamma), \tag{42}
\end{equation*}
$$

where $\alpha$ is some extra parameter. This includes simple exponential decay as the special case $\alpha=\frac{3}{2}$. Then, we require that $F(x)$ should approach $x$ for sufficiently small $x$, so that the long-wavelength sound velocity is unity. A third criterion is that $F(x)$ should become
identical with $x$ in the limit of infinite $\gamma$; this corresponds to the limit of only nearest-neighbor interactions. A final criterion was that the choice should facilitate computation of the inverse function $F^{-1}$ and the derivative, so that Eq. (36) could be used conveniently.
By inspection of tables of integral transforms, it appeared that the choice

$$
\begin{equation*}
F(x)=\left(\gamma^{2} / \alpha\right)\left[1-\gamma^{2 \alpha} /\left(\gamma^{2}+x\right)^{x}\right] \tag{43}
\end{equation*}
$$

would lead to useful results. It clearly fits several of our criteria; let us check on the asymptotic form of $A(\mathbf{n})$. When (43) is substituted in (41), the integral can be performed and the result for large $n$ contains the modified Bessel function $K_{\alpha-1}$,

$$
\begin{equation*}
A(n) \sim-\frac{\gamma^{4}}{2 \pi \alpha \Gamma(\alpha)}(n \gamma)^{\alpha-1} K_{\alpha-1}(n \gamma) . \tag{44}
\end{equation*}
$$

If, furthermore, we put in the asymptotic form of the modified Bessel function, we obtain for large $n \gamma$ the limiting behavior

$$
\begin{equation*}
A(\mathbf{n}) \sim-\frac{\gamma^{4}}{2 \pi \alpha \Gamma(\alpha)} \frac{1}{2^{\alpha-1}}(n \gamma)^{\alpha-\frac{3}{2}} \exp (-n \gamma) \tag{45}
\end{equation*}
$$

which is in agreement with the criterion (41).
While other choices of $F(x)$ are no doubt possible, the present one appears to satisfy all of the natural requirements. In particular, it gives the nearestneighbor spectrum when $\gamma$ becomes infinite, and it gives force constants that fall off approximately exponentially for large separation when $\gamma$ is small. The rest of our discussion is restricted to the particular choice (43).
The maximum allowed frequency in the nearestneighbor case is $\omega_{0}^{2}=8$; so the maximum allowed frequency in the present case is $\omega_{m}^{2}=F(8)$. For convenience we normalize the actual frequencies as follows:

$$
\begin{equation*}
z=\omega^{2} / \omega_{m}^{2} \tag{46}
\end{equation*}
$$

and our goal is to find the function $G(z)$. One more bit of notation is useful:

$$
\begin{equation*}
Q=1-\gamma^{2 \alpha} /\left(\gamma^{2}+8\right)^{x} . \tag{47}
\end{equation*}
$$

Now we apply Eq. (36) to obtain $G(z)$,
$G(z)=\left[(1-Q z)^{1+1 / \alpha}\right]^{-1} G_{0}\left[\frac{\gamma^{2}}{(1-Q z)^{1 / \alpha}}-\gamma^{2}\right]$.
This formula, together with Eq. (30) for the function $G_{0}$, solves the problem of finding the distribution function.
It can be verified easily that $G(z)$ approaches the correct nearest-neighbor result in the limit of infinite $\gamma$.


Fig. 1. Logarithm (to base 10) of the distribution function $G(z)$ plotted against logarithm of the deviation $1-z$ from the maximum frequency.

When $\gamma$ is finite, the quantity $Q$ is always less than unity. The reduced frequency $z$ is by definition always less than unity. Thus the first factor in (48) cannot be singular in the allowed frequency range. The only possible singularity is the logarithmic one contained in $G_{0}$. This is in accord with Van Hove's argument; when $\gamma$ is finite, the range of interaction also is finite.

Now consider what happens when $\gamma$ is small. Then the quantity $Q$ is only slightly less than unity. For most of the allowed frequency range, $1-Q z$ is of order unity, and the argument of the function $G_{0}$ is small, of order $\gamma^{2}$. This means that we are far from the logarithmic singularity. The actual location of this singularity is

$$
\begin{equation*}
z_{s}=\frac{1-\left[\gamma^{2 \alpha} /\left(4+\gamma^{2}\right)^{\alpha}\right]}{1-\left[\gamma^{2 \alpha} /\left(8+\gamma^{2}\right)^{\alpha}\right]} \tag{49}
\end{equation*}
$$

(If $\gamma=0.2$ and $\alpha=\frac{3}{2}$, then the singularity is at $z_{s} \cong 0.994$.) As long as $z$ remains appreciably smaller than $z_{s}$, the factor $G_{0}$ changes only slightly, and the distribution function is determined mainly by the first factor in (48).

In the limit of vanishing $\gamma$ (or infinite range), the distribution function approaches

$$
\begin{equation*}
\lim _{\gamma \rightarrow 0} G(z)=\left[(1-z)^{1+1 / \alpha}\right]^{-1} \tag{50}
\end{equation*}
$$

In this limit, the singularity is not logarithmic; it is a pole or branch point, depending on our choice of $\alpha$.

For small but nonvanishing $\gamma$, the distribution function is well approximated by its limit, provided that $z$ remains sufficiently smaller than $z_{s}$. We see again, as in the one-dimensional model, that most of the frequency range is described, for practical or numerical purposes, by a singularity that lies outside the allowed frequency range.

Figure 1 shows graphically how good the approximation can be. This was calculated numerically for the parameters $\alpha=\frac{3}{2}$ (corresponding to asymptotic exponential decay of force constants), and $\gamma=0.2$ (or a range of the order of five lattice spacings). The ordinate is the logarithm (to base ten) of the distribution function $G(z)$, and the abscissa is the logarithm (to base ten) of the deviation $1-z$ from unity. The limiting curve, for $\gamma=0$, would be a straight line passing through the origin with slope 5/3. The actual curve follows this limiting curve very closely up to the point $(5,-3)$, and then the effect of the true logarithmic singularity begins to be felt. The limiting function (49) is a good approximation for about five decades of $G(z)$, or for values of $z$ ranging from zero up to about 0.999 . If an experimenter presented data in just this region, we would probably decide by curve fitting that the singularity is an inverse $5 / 3$ power, and not at all logarithmic.

## CONCLUSIONS

What can we learn from the calculations just presented? The first point is that investigation of mathematical singularities, in many-body systems with weak long-range forces, can be misleading. In particular, singularities in the physically allowed range of variables may have very little relation to the general shape of the functions under investigation. Singularities outside the physically allowed region may dominate the singularities inside that region, except in very limited circumstances.

The second point is that results obtained in the limit of infinite range and zero strength may be remarkably good approximations to behavior for finite but long range and small strength. Such approximations must fail eventually, but their failure may be insignificant from a practical point of view.

The latter point perhaps explains Van Kampen's results ${ }^{5}$ on the van der Waals gas. His calculations, for interactions of long and finite range, probably provide a good approximation to the correct equation of state of the gas, except in a very small region near the correct transition.
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#### Abstract

The matrix elements of the Coulomb interactions of the configuration $d^{n-1} s p$ were obtained for $L-S$ coupling in the form of linear combinations of certain radial integrals. The method used can be extended to the configuration $l^{n-1} l^{\prime} l^{\prime \prime}$.


## 1. INIRODUCTION

The spectra of the neutral and singly ionized atoms of the iron group show a strong overlapping between the configurations $d^{n} p$ and $d^{n-1} s p$. Furthermore, in some cases the configuration $d^{n-2} s^{2} p$ is not too far away. Thus in order to fit the experimental levels of the main odd configurations of the first and second spectra of the iron group to theoretically predicted values, it is necessary to consider the configurations $(d+s)^{n} p$, i.e., the three configurations $d^{n} p, d^{n-1} s p, d^{n-2} s^{2} p$ and the interactions among these configurations. The purpose of this paper is to use the Racah algebra ${ }^{1}$ in order to obtain in closed form the angular parts of the electrostatic-energy matrix elements for the configuration $d^{n-1} s p$ in $L-S$ coupling.
Theoretical results are available for all the configurations ( $d+s^{n} p$ in the first spectra of the iron group and for the configurations $d^{n} p+d^{n-1} s p$ of Sc II, Ti II, V II, and Cu II. The author hopes to publish these results soon.
According to the exclusion principle, the eigenfunctions of an atomic state are antisymmetric with respect to all electrons. An antisymmetric eigenfunction of the configuration $d^{n-1} s p$ can be written as

$$
\begin{align*}
\psi\left(d^{n-1} s p\right)= & {[n(n+1)]^{-\frac{1}{2}}\left[\psi\left(\left\{d_{1} \cdots d_{n-1}\right\} s_{n} p_{n+1}\right)-\psi\left(\left\{d_{1} \cdots d_{n-1}\right\} s_{n+1} p_{n}\right)\right.} \\
& -\sum_{j=1}^{n-1} \psi\left(\left\{d_{1} \cdots d_{j-1} d_{n+1} d_{j+1} \cdots d_{n-1}\right\} s_{n} p_{j}\right)-\sum_{i=1}^{n-1} \psi\left(\left\{d_{1} \cdots d_{i-1} d_{n} d_{i+1} \cdots d_{n-1}\right\} s_{i} p_{n+1}\right) \\
& +\sum_{i=1}^{n-1} \psi\left(\left\{d_{1} \cdots d_{i-1} d_{n+1} d_{i+1} \cdots d_{n-1}\right\} s_{i} p_{n}\right)+\sum_{j=1}^{n-1} \psi\left(\left\{d_{1} \cdots d_{j-1} d_{n} d_{j+1} \cdots d_{n-1}\right\} s_{n+1} p_{j}\right) \\
& \left.+\sum_{i \neq j=1}^{n-1} \psi\left(\left\{d_{1} \cdots d_{i-1} d_{n} d_{i+1} \cdots d_{j-1} d_{n+1} d_{j+1} \cdots d_{n-1}\right\} s_{i} p_{j}\right)\right] . \tag{1}
\end{align*}
$$

We then consider the matrix elements

$$
\begin{equation*}
\left\langle d^{n-1} s p\right| \sum_{i<j=1}^{n+1} e^{2} / r_{i j}\left|d^{n-1} s p\right\rangle=\frac{n(n+1)}{2}\left\langle d^{n-1} s p\right| e^{2} / r_{n, n+1}\left|d^{n-1} s p\right\rangle . \tag{2}
\end{equation*}
$$

By using the expansion (1) for $\psi\left(d^{n-1} s p\right)$ we obtain contributions representing the $d-s, p-s, d-p$, and $d-d$ interactions, each interaction being characterized by the labeling of the electrons $n$ and $n+1$.

## 2. THE $d-p$ INTERACTION

Since $e^{2} / r_{n, n+1}$ acts only on the electrons $n$ and $n+1$, the matrix elements with $i$ different from $j$ vanish. Hence from (1) and (2) the $d-p$ interaction is given by

$$
\begin{align*}
&(n-1)\left[\left\langle\left\{d_{1} \cdots d_{n-2} \cdots d_{n}\right\} s_{n-1} p_{n+1}\right| e^{2} / r_{n, n+1}\left|\left\{d_{1} \cdots d_{n-2} \cdots d_{n}\right\} s_{n-1} p_{n+1}\right\rangle\right. \\
&\left.\quad\left\langle\left\{d_{1} \cdots d_{n-2} \cdots d_{n}\right\} s_{n-1} p_{n+1}\right| e^{2} / r_{n, n+1}\left|\left\{d_{1} \cdots d_{n-2} \cdots d_{n+1}\right\} s_{n-1} p_{n}\right\rangle\right] . \tag{3}
\end{align*}
$$

We now specify

$$
\left|\left\{d_{1} \cdots d_{n-2} \cdots d_{n}\right\} s_{n-1} p_{n+1}\right\rangle \equiv\left|d^{n-1}\left(v_{1} S_{1} L_{1}\right) s_{n-1}\left(S_{\mathbf{3}} L_{1}\right) p_{n+1} S L\right\rangle
$$

Expanding by means of coefficients of fractional parentage ${ }^{2}$ yields

$$
\begin{aligned}
& \left|d^{n-1}\left(v_{1} S_{1} L_{1}\right) s_{n-2}\left(S_{2} L_{1}\right) p_{n+1} S L\right\rangle=\sum_{v_{4} S_{4} L_{4}}\left[\| d^{n-2}\left(v_{4} S_{4} L_{4}\right) d_{n}\left(S_{1} L_{1}\right) s_{n-1}\left(S_{2} L_{1}\right) p_{n+1} S L\right\rangle \\
& \\
& \left.\left.\left.\times\left\langle d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1} L_{1}\right|\right\} d^{n-1} v_{1} S_{1} L_{1}\right)\right] .
\end{aligned}
$$

[^33]Recoupling the $s_{n-1}$ and $d_{n}$ electrons and then coupling the electrons $d_{n}$ and $p_{n+1}$ yields

$$
\begin{align*}
& \left.d^{n-1}\left(v_{1} S_{1} L_{1}\right) s_{n-1}\left(S_{2} L_{1}\right) p_{n+1} S L\right\rangle \\
& \quad=\sum_{\substack{v_{4} S_{S} L_{4} \\
S_{3} L_{5} L_{5}}}\left[| d ^ { n - 2 } ( v _ { 4 } S _ { 4 } L _ { 4 } ) s _ { n - 1 } ( S _ { 3 } L _ { 4 } ) , d _ { n } p _ { n + 1 } ( S _ { 5 } L _ { 5 } ) , S L \rangle \left(S_{3} L_{4}, d_{n} p_{n+1}\left(S_{5} L_{5}\right), S L\left|S_{3} L_{4} d_{n}\left(S_{2} L_{1}\right) p_{n+1} S L\right\rangle\right.\right. \\
& \left.\left.\left.\quad \times\left\langle S_{4} L_{4} S_{n-1}\left(S_{3} L_{4}\right) d_{n} S_{2} L_{1} \mid S_{4} L_{4} d_{n}\left(S_{1} L_{1}\right) s_{n-1} S_{2} L_{1}\right\rangle\left\langle d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1} L_{1}\right|\right\} d^{n-1} v_{1} S_{1} L_{1}\right\rangle\right] . \tag{4}
\end{align*}
$$

Similarly, by using also (7.11) of ITS we obtain

$$
\begin{align*}
\mid\left\{d_{1} \cdots d_{n-2} \cdots\right. & \left.\left.d_{n+1}\right\} s_{n-1} p_{n}\right\rangle=\sum_{\substack{v_{3} S_{1}, L_{4} L_{5}}}\left[\left|d^{n-2}\left(v_{4} S_{4} L_{4}\right) s_{n-1}\left(S_{3} L_{4}\right), p_{n} d_{n+1}\left(S_{5} L_{5}\right), S L\right\rangle\left[\exp \pi i\left(S_{5}+L_{5}\right)\right]\right. \\
& \times\left\langle S_{3} L_{4}, d_{n+1} p_{n}\left(S_{5} L_{5}\right), S L \mid S_{3} L_{4} d_{n+1} S_{2} L_{1} p_{n} S L\right\rangle\left\langle S_{4} L_{4} s_{n-1}\left(S_{3} L_{4}\right) d_{n+1} S_{2} L_{1} \mid S_{4} L_{4} d_{n+1}\left(S_{1} L_{1}\right) s_{n-1} S_{2} L_{1}\right\rangle \\
& \left.\left.\left.\times\left\langle d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1} L_{1}\right|\right\} d^{n-1} v_{1} S_{1} L_{1}\right\rangle\right] . \tag{5}
\end{align*}
$$

## A. The Direct Part of the $d-p$ Interaction

From (3) and (4) the direct part of the $d-p$ interaction is given by
D.I. $\quad(d-p)=(n-1)\left[\left\{\left\{d_{1} \cdots d_{n-2} \cdots d_{n}\right\} s_{n-1} p_{n+1}\left|e^{2} / r_{n, n+1}\right|\left\{d_{1} \cdots d_{n-2} \cdots d_{n}\right\} s_{n-1} p_{n+1}\right\rangle\right]$

$$
\begin{align*}
= & (n-1) \sum_{\substack{v_{4}^{2} S_{4} L_{4} S_{3} S_{5} L_{5} L_{5} \\
v_{4}^{\prime} S_{4}^{\prime} L_{S}^{3}}}\left[\left\langle d^{n-2}\left(v_{4} S_{4} L_{4}\right) s_{n-1}\left(S_{3} L_{4}\right), d_{n} p_{n+1}\left(S_{5} L_{5}\right), S L\right| e^{2} / r_{n, n+1}\right. \\
& \times\left|d^{n-2}\left(v_{4}^{\prime} S_{4}^{\prime} L_{4}^{\prime}\right) s_{n-1}^{\prime} S_{3}\left(S_{3}^{\prime} L_{4}^{\prime}\right), d_{n} p_{n+1}\left(S_{5}^{\prime} L_{5}^{\prime}\right), S L\right\rangle\left\langle S_{3} L_{4}, d_{n} p_{n+1}\left(S_{5} L_{5}\right), S L \mid S_{3} L_{4} d_{n}\left(S_{2} L_{1}\right) p_{n+1} S L\right\rangle \\
& \times\left\langle S_{3}^{\prime} L_{4}^{\prime}, d_{n} p_{n+1}\left(S_{5}^{\prime} L_{5}^{\prime}\right), S L \mid S_{3}^{\prime} L_{4}^{\prime} d_{n}\left(S_{2}^{\prime} L_{1}^{\prime}\right) p_{n+1} S L\right\rangle\left\langle S_{4} L_{4} S_{n-1}\left(S_{3} L_{4}\right) d_{n} S_{2} L_{1} \mid S_{4} L_{4} d_{n}\left(S_{1} L_{1}\right) s_{n-1} S_{2} L_{1}\right\rangle \\
& \left.\left.\times\left\langle S_{4}^{\prime} L_{4}^{\prime} S_{n-1}\left(S_{3}^{\prime} L_{4}^{\prime}\right) d_{n} S_{2}^{\prime} L_{1}^{\prime} \mid S_{4}^{\prime} L_{4}^{\prime} d_{n}\left(S_{1}^{\prime} L_{1}^{\prime}\right) s_{n-1} S_{2}^{\prime} L_{1}^{\prime}\right\rangle\left\langle d^{n-1}\left(v_{4}^{\prime} S_{4}^{\prime} L_{4}^{\prime}\right) d S_{1}^{\prime} L_{1}^{\prime}\right|\right\} d^{n-1} v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right\rangle \\
& \times\left\langle d^{n-1}\left(v_{1} S_{1} L_{1}\right)\left\{\left|d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1} L_{1}\right\rangle\right] .\right. \tag{6}
\end{align*}
$$

The electrostatic interaction is of course diagonal in $S$ and $L$. Since the interaction is between the electrons $n$ and $n+1$, the quantum numbers of the first ( $n-1$ ) electrons must be the same on both sides. Thus in the summation of (6) we must insert $\delta\left(\nu_{4} S_{4} L_{4}, \nu_{4}^{\prime} S_{4}^{\prime} L_{4}^{\prime}\right)$ and $\delta\left(S_{3}, S_{3}^{\prime}\right)$. Since the matrix element of the interaction can be written as

$$
\left\langle d_{n} p_{n+1} S_{5} L_{5}\right| e^{2} / r_{n, n+1}\left|d_{n} p_{n+1} S_{5}^{\prime} L_{5}^{\prime}\right\rangle,
$$

it is apparent that we must have also $\delta\left(S_{5} L_{5}, S_{5}^{\prime} L_{5}^{\prime}\right)$ in the summation of (6).
We then have

$$
\text { D.I. } \begin{align*}
(d-p)= & (n-1) \sum_{\sum_{4} \sum_{4} L_{4}}\left[\left\langle d_{n} p_{n+1} S_{5} L_{5}\right| e^{2} / r_{n, n+1}\left|d_{n} p_{n+1} S_{5} L_{5}\right\rangle\left\langle S_{3} L_{4}, d_{n} p_{n+1}\left(S_{5} L_{5}\right), S L \mid S_{3} L_{4} d_{n}\left(S_{2} L_{1}\right) p_{n+1} S L\right\rangle\right. \\
& \times\left\langle S_{3} L_{4}, d_{n} p_{n+1}\left(S_{5} L_{5}\right), S L \mid S_{3} L_{4} d_{n}\left(S_{2}^{\prime} L_{1}^{\prime}\right) p_{n+1} S L\right\rangle\left\langle S_{4} L_{4} S_{n-1}\left(S_{3} L_{4}\right) d_{n} S_{2} L_{1} \mid S_{4} L_{4} d_{n}\left(S_{1} L_{1}\right) s_{n-1} S_{2} L_{1}\right\rangle \\
& \left.\left.\times\left\langle S_{4} L_{4} s_{n-1}\left(S_{3} L_{4}\right) d_{n} S_{2}^{\prime} L_{1}^{\prime} \mid S_{4} L_{4} d_{n}\left(S_{1}^{\prime} L_{1}^{\prime}\right) s_{n-1} S_{2}^{\prime} L_{1}^{\prime}\right\rangle\left\langle d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1}^{\prime} L_{1}^{\prime}\right|\right\} d^{n-1} v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right\rangle \\
& \times\left\langled ^ { n - 1 } ( v _ { 1 } S _ { 1 } L _ { 1 } ) \left\{\left|d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1} L_{1}\right\rangle .\right.\right. \tag{7}
\end{align*}
$$

Since

$$
\left\langle S_{4} L_{4} S_{n-1}\left(S_{3} L_{4}\right) d_{n} S_{2} L_{1} \mid S_{4} L_{4} d_{n}\left(S_{1} L_{1}\right) s_{n-1} S_{2} L_{1}\right\rangle=\left\langle S_{4}^{\frac{1}{2}}\left(S_{3}\right), \frac{1}{2} S_{2} \left\lvert\, S_{4} \frac{1}{2}\left(S_{1}\right)\right., \frac{1}{2} S_{2}\right\rangle\left\langle L_{4} 0\left(L_{4}\right) 2 L_{1} \mid L_{4} 2\left(L_{1}\right), 0 L_{1}\right\rangle,
$$

we obtain from Eqs. (11.10) and (11.12) of ITS

$$
\begin{align*}
&\left\langle S_{4} L_{4} S_{n-1}\left(S_{3} L_{4}\right) d_{n} S_{2} L_{1} \mid S_{4} L_{4} d_{n}\left(S_{1} L_{1}\right) s_{n-1} S_{2} L_{1}\right\rangle\left\langle S_{4} L_{4} S_{n-1}\left(S_{3} L_{4}\right) d_{n} S_{2}^{\prime} L_{1}^{\prime} \mid S_{4} L_{4} d_{n}\left(S_{1}^{\prime} L_{1}^{\prime}\right) S_{n-1} S_{2}^{\prime} L_{1}^{\prime}\right\rangle \\
&=\left[\exp \pi i\left(2 S_{3}+S_{1}+S_{1}^{\prime}\right)\right]\left(2 S_{3}+1\right)\left[\left(2 S_{1}+1\right)\left(2 S_{1}^{\prime}+1\right)\right]^{\frac{1}{2}} \bar{W}\left(\begin{array}{lll}
\frac{1}{2} & S_{4} & S_{3} \\
\frac{1}{2} & S_{2} & S_{1}
\end{array}\right) \bar{W}\left(\begin{array}{lll}
\frac{1}{2} & S_{4} & S_{3} \\
\frac{1}{2} & S_{2}^{\prime} & S_{1}^{\prime}
\end{array}\right) . \tag{8}
\end{align*}
$$

Similarly, using (11.8) of ITS yields

$$
\begin{align*}
\left\langle S_{3} L_{4}, d_{n} p_{n+1}\left(S_{5} L_{5}\right), S L\right| S_{3} L_{4} & \left.d_{n}\left(S_{2} L_{1}\right) p_{n+1} S L\right\rangle\left\langle S_{3} L_{4}, d_{n} p_{n+1}\left(S_{5} L_{5}\right), S L \mid S_{3} L_{4} d_{n}\left(S_{S}^{\prime} L_{1}^{\prime}\right) p_{n+1} S L\right\rangle \\
= & {\left[\exp \pi i\left(2 S_{3}+2 S\right)\right]\left(2 S_{5}+1\right)\left(2 L_{5}+1\right)\left[\left(2 S_{2}+1\right)\left(2 S_{2}^{\prime}+1\right)\left(2 L_{1}+1\right)\left(2 L_{1}^{\prime}+1\right)\right] } \\
& \times \bar{W}\left(\begin{array}{ccc}
S_{3} & \frac{1}{2} & S_{2} \\
\frac{1}{2} & S & S_{5}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
S_{3} & \frac{1}{2} & S_{2}^{\prime} \\
\frac{1}{2} & S & S_{5}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
L_{4} & 2 & L_{1} \\
1 & L & L_{5}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
L_{4} & 2 & L_{1}^{\prime} \\
1 & L & L_{5}
\end{array}\right) . \tag{9}
\end{align*}
$$

As $S_{3}$ and $S_{5}$ do not appear in the coefficients of fractional parentage and the interaction matrix element of (7) does not depend on $S_{5}$, we can sum the net spin contribution, denoted by R.C. ${ }_{\text {spin }}$, over $S_{3}$ and $S_{5}$. Then from (8) and (9) we have

$$
\begin{align*}
\sum_{S_{2} S_{5}} \text { R.C. } \cdot \text { spin } & =\sum_{S_{3} S_{5}}\left\{\left[\exp \pi i\left(2 S+S_{1}+S_{1}^{\prime}\right)\right]\left(2 S_{3}+1\right)\left(2 S_{5}+1\right)\left[2 S_{1}+1\right)\left(2 S_{1}^{\prime}+1\right)\left(2 S_{2}+1\right)\left(2 S_{2}^{\prime}+1\right)\right]^{\frac{1}{4}} \\
& \times \bar{W}\left(\begin{array}{ccc}
\frac{1}{2} & S_{4} & S_{3} \\
\frac{1}{2} & S_{2} & S_{1}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
\frac{1}{2} & S_{4} & S_{3} \\
\frac{1}{2} & S_{2}^{\prime} & S_{1}^{\prime}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
S_{3} & \frac{1}{2} & S_{2} \\
\frac{1}{2} & S & S_{5}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
S_{3} & \frac{1}{2} & S_{2}^{\prime} \\
\frac{1}{2} & S & S_{5}
\end{array}\right) . \tag{10}
\end{align*}
$$

Use of the symmetry properties of the $\bar{W}$ 's and repeated application of (11.15) of ITS yields

$$
\begin{equation*}
\sum_{S_{3} S_{5}} \text { R.C. } \text { spin }=\delta\left(S_{1} S_{1}^{\prime}\right) \delta\left(S_{2} S_{2}^{\prime}\right) . \tag{11}
\end{equation*}
$$

Also from (8) and (9), the net contribution of the $L$-recoupling coefficients is given by

$$
\text { R.C }_{\text {a.m. }}=\left(2 L_{5}+1\right)\left[\left(2 L_{1}+1\right)\left(2 L_{1}^{\prime}+1\right)\right]^{\frac{1}{2}} \bar{W}\left(\begin{array}{ccc}
L_{4} & 2 & L_{1}  \tag{12}\\
1 & L & L_{5}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
L_{1} & 2 & L_{1}^{\prime} \\
1 & L & L_{5}
\end{array}\right)
$$

From Eqs. (16.15) and (16.17) of ITS we have
$\left\langle d_{n} p_{n+1} S_{5} L_{5}\right| e^{2} / r_{n, n+1}\left|d_{n} p_{n+1} S_{5} L_{5}\right\rangle=\sum_{k} R^{k}(d p, d p)\left[\exp \pi i\left(1+L_{5}+k\right)\right]\left(2| | C^{k}| | 2\right)\left(1| | C^{k}| | 1\right) \bar{W}\left(\begin{array}{ccc}2 & 2 & k \\ 1 & 1 & L_{5}\end{array}\right)$.
Using (14.12) of ITS, the fact that $(1+1+k)$ in the reduced matrix element must be even, and the triangular condition, (7.4) of ITS, for each triad of the $\bar{W}$ coefficient yields

$$
\begin{align*}
\left\langle d_{n} p_{n+1} S_{5} L_{5}\right| e^{2} / r_{n, n+1}\left|d_{n} p_{n+1} S_{5} L_{5}\right\rangle= & R^{0}(d p, d p)\left[\exp \pi i\left(L_{5}+1\right)\right](15)^{\frac{1}{2}} \\
& \times \bar{W}\left(\begin{array}{ccc}
2 & 1 & L_{5} \\
1 & 2 & 0
\end{array}\right)+R^{2}(d p, d p)\left[\exp \pi i\left(L_{5}+1\right)\right]\left(\frac{12}{7}\right)^{\frac{1}{2}} \bar{W}\left(\begin{array}{ccc}
2 & 1 & L_{5} \\
1 & 2 & 2
\end{array}\right) . \tag{14}
\end{align*}
$$

Inserting (11), (12), and (14) into (7) gives for the direct part of the $d-p$ interaction
D.I. $(d-p)=(n-1) \delta\left(S_{1} S_{1}^{\prime}\right) \delta\left(S_{2} S_{2}^{\prime}\right) \sum_{v_{4} S_{4} L_{4} L_{5}}\left\{\left[\exp \pi i\left(L_{5}+1\right)\right]\left(2 L_{5}+1\right)\left[\left(2 L_{1}+1\right)\left(2 L_{1}^{\prime}+1\right)\right]^{\frac{1}{2}}\right.$

$$
\begin{align*}
& \times \bar{W}\left(\begin{array}{ccc}
L_{4} & 2 & L_{1} \\
1 & L & L_{5}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
L_{4} & 2 & L_{1}^{\prime} \\
1 & L & L_{5}
\end{array}\right)\left[(15)^{\frac{1}{2}} R^{0}(d p, d p) \bar{W}\left(\begin{array}{ccc}
2 & 1 & L_{5} \\
1 & 2 & 0
\end{array}\right)+\left(\frac{12}{7}\right)^{\frac{1}{2}} R^{2}(d p, d p) \bar{W}\left(\begin{array}{ccc}
2 & 1 & L_{5} \\
1 & 2 & 2
\end{array}\right)\right] \\
& \left.\times\left[\left\langle d^{n-1} v_{1} S_{1} L_{1}\left\{\left|d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1} L_{1}\right\rangle\left\langle d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1}^{\prime} L_{1}^{\prime}\right|\right\} d^{n-1} v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right\rangle\right]\right\} . \tag{15}
\end{align*}
$$

Using Biedenharn's identity (Appendix I 3 of ITS) and then (11.12) of ITS yields
D.I. $(d-p)=(n-1) \delta\left(S_{1} S_{1}^{\prime}\right) \delta\left(S_{2} S_{2}^{\prime}\right) \sum_{v_{4} S_{4} L_{4}}\left\{R^{0}(d p, d p) \delta\left(L_{1} L_{1}^{\prime}\right)+R^{2}(d p, d p)\right.$

$$
\begin{align*}
& \times\left[\exp \pi i\left(L_{1}+L_{1}^{\prime}+L_{4}+L+1\right)\right]\left(\frac{12}{7}\right)^{\frac{1}{2}}\left[\left(2 L_{1}+1\right)\left(2 L_{1}^{\prime}+1\right)\right]^{\frac{1}{2}} \bar{W}\left(\begin{array}{ccc}
L_{1} & L_{1}^{\prime} & 2 \\
2 & 2 & L_{4}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
L_{1} & L_{1}^{\prime} & 2 \\
1 & 1 & L
\end{array}\right) \\
& \left.\times\left[\left\langle d^{n-1} v_{1} S_{1} L_{1}\left\{\left|d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1} L_{1}\right\rangle\left\langle d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1}^{\prime} L_{1}^{\prime}\right|\right\} d^{n-1} v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right\rangle\right]\right\} . \tag{16}
\end{align*}
$$

Due to the normalization of the fractional parentage coefficients we finally obtain for the direct part of the $d-p$ interaction
D.I. $\quad(d-p)=(n-1) F_{0}(d p) \delta\left(L_{1} L_{1}^{\prime}\right) \delta\left(S_{1} S_{1}^{\prime}\right) \delta\left(S_{2} S_{2}^{\prime}\right)+(n-1) \sum_{v_{4} S_{4} L_{4}}\left\{\left[\exp \pi i\left(L_{1}+L_{1}^{\prime}+L_{4}+L+1\right)\right]\right.$

$$
\begin{align*}
& \times 10\left[21\left(2 L_{1}+1\right)\left(2 L_{1}^{\prime}+1\right)\right]^{\frac{1}{2}} \bar{W}\left(\begin{array}{ccc}
L_{1} & L_{1}^{\prime} & 2 \\
2 & 2 & L_{4}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
L_{1} & L_{1}^{\prime} & 2 \\
1 & 1 & L
\end{array}\right) \delta\left(S_{1} S_{1}^{\prime}\right) \delta\left(S_{2} S_{2}^{\prime}\right) F_{2}(d p) \\
& \left.\times\left\langle d^{n-1} v_{1} S_{1} L_{1}\left\{\left|d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1} L_{1}\right\rangle\left\langle d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1}^{\prime} L_{1}^{\prime}\right|\right\} d^{n-1} v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right\rangle\right\}, \tag{17}
\end{align*}
$$

where we let ${ }^{3}$

$$
R^{0}(d p, d p)=F^{0}(d p)=F_{0}(d p), \quad R^{2}(d p, d p)=F^{2}(d p)=35 F_{2}(d p)
$$

[^34]
## B. The Exchange Part of the $d-p$ Interaction

From (3) and (5) we obtain for the exchange part of the $d-p$ interaction

By similar reasoning, as for the direct part, we must insert into the above sum $\delta\left(\nu_{4} S_{4} L_{4}, v_{4}^{\prime} S_{4}^{\prime} L_{4}^{\prime}\right), \delta\left(S_{5} L_{5}, S_{5}^{\prime} L_{5}^{\prime}\right)$, and $\delta\left(S_{3}, S_{3}^{\prime}\right)$.

The net effect of the spin-recoupling coefficients is the same as for the direct part. However, here we must include $\exp \left(\pi i S_{5}\right)$ in the sum over $S_{5}$. Also since $S_{3}$ is the net spin of $(n-1)$ electrons and $S$ is the net spin of $(n+1)$ electrons, $\left(2 S_{3}+2 S\right)$ must be an even integer. Thus

$$
\exp (2 \pi i S)=\exp \left(2 \pi i S_{3}\right)
$$

Hence, as for (10), we can write
$\sum_{S_{3} S_{5}}\left[\exp \pi i S_{5}\right]$ R.C. ${ }_{\text {spin }}$

$$
\begin{aligned}
= & \sum_{S_{3} S_{5}}\left\{\left[\exp \pi i\left(2 S_{3}+S_{5}+S_{1}+S_{1}^{\prime}\right)\right]\left(2 S_{3}+1\right)\left(2 S_{5}+1\right)\left[2 S_{1}+1\right)\left(2 S_{1}^{\prime}+1\right)\left(2 S_{2}+1\right)\left(2 S_{2}^{\prime}+1\right)\right]^{\frac{1}{2}} \\
& \times \bar{W}\left(\begin{array}{ccc}
\frac{1}{2} & S_{4} & S_{3} \\
\frac{1}{2} & S_{2} & S_{1}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
\frac{1}{2} & S_{4} & S_{3} \\
\frac{1}{2} & S_{2}^{\prime} & S_{1}^{\prime}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
S_{3} & \frac{1}{2} & S_{2} \\
\frac{1}{2} & S & S_{5}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
S_{3} & \frac{1}{2} & S_{2}^{\prime} \\
\frac{1}{2} & S & S_{5}
\end{array}\right)
\end{aligned}
$$

Using (11.16) of ITS to perform the sum over $S_{5}$ and then (12.12) of ITS to sum over $S_{3}$ yields $\sum_{S_{3} S_{5}}\left[\exp \pi i S_{5}\right]$ R.C.spin

$$
=\left[\exp \pi i\left(S_{1}+S_{1}^{\prime}+S_{2}+S_{2}^{\prime}\right)\right]\left[\left(2 S_{1}+1\right)\left(2 S_{1}^{\prime}+1\right)\left(2 S_{2}+1\right)\left(2 S_{2}^{\prime}+1\right)\right]^{\frac{1}{2}} X\left(\begin{array}{ccc}
\frac{1}{2} & S_{4} & S_{1}  \tag{19}\\
S_{2}^{\prime} & S_{1}^{\prime} & \frac{1}{2} \\
S & \frac{1}{2} & S_{2}
\end{array}\right)
$$

The net contribution of the $L$ recoupling coefficients is given by (12). Now by Eqs. (16.15) and (16.17) of ITS

$$
\left\langle d_{n} p_{n+1} S_{5} L_{5}\right| e^{2} / r_{n, n+1}\left|p_{n} d_{n+1} S_{5} L_{5}\right\rangle=\sum_{k} R^{k}(d p, p d)\left[\exp \pi i\left(L_{5}+k\right)\right]\left(1| | C^{k}| | 2\right)\left(2| | C^{k}| | 1\right) \bar{W}\left(\begin{array}{ccc}
2 & 1 & k \\
2 & 1 & L_{5}
\end{array}\right) .
$$

Using (14.12) of ITS, the fact that $(1+k+2)$ in the reduced matrix elements must be even, and the triangular condition, (7.4) of ITS, for each triad of the $\bar{W}$ coefficient, we obtain

$$
\begin{align*}
&\left\langle d_{n} p_{n+1} S_{5} L_{5}\right| e^{2} / r_{n, n+1}\left|p_{n} d_{n+1} S_{5} L_{5}\right\rangle \\
&=\left[\exp \pi i\left(L_{5}+1\right)\right]\left[2 R^{1}(d p, p d) \bar{W}\left(\begin{array}{ccc}
2 & 1 & 1 \\
2 & 1 & L_{5}
\end{array}\right)+\frac{9}{7} R^{3}(d p, p d) \bar{W}\left(\begin{array}{ccc}
2 & 1 & 3 \\
2 & 1 & L_{5}
\end{array}\right)\right] \tag{20}
\end{align*}
$$

Inserting (12), (19), and (20) into (18) yields for the exchange part of the $d-p$ interaction
E.I. $\quad(d-p)=(n-1) \sum_{v_{4} S_{4} L_{4} L_{5}}\left\{\left[2 R^{1}(d p, p d) \bar{W}\left(\begin{array}{ccc}2 & 1 & 1 \\ 2 & 1 & L_{5}\end{array}\right)+\frac{9}{7} R^{3}(d p, p d) \bar{W}\left(\begin{array}{lll}2 & 1 & 3 \\ 2 & 1 & L_{5}\end{array}\right)\right]\right.$

$$
\times\left(2 L_{5}+1\right)\left[\left(2 L_{1}+1\right)\left(2 L_{1}^{\prime}+1\right)\right]^{\frac{1}{2}} \bar{W}\left(\begin{array}{ccc}
L_{4} & 2 & L_{1} \\
1 & L & L_{5}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
L_{4} & 2 & L_{1}^{\prime} \\
1 & L & L_{5}
\end{array}\right)\left[\exp \pi i\left(S_{1}+S_{1}^{\prime}+S_{2}+S_{2}^{\prime}\right)\right]
$$

$$
\times\left[\left(2 S_{1}+1\right)\left(2 S_{1}^{\prime}+1\right)\left(2 S_{2}+1\right)\left(2 S_{2}^{\prime}+1\right)\right]^{\frac{1}{2}} X\left(\begin{array}{ccc}
\frac{1}{2} & S_{4} & S_{1} \\
S_{2}^{\prime} & S_{1}^{\prime} & \frac{1}{2} \\
S & \frac{1}{2} & S_{2}
\end{array}\right)
$$

$$
\left.\left.\times\left\langle d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1}^{\prime} L_{1}^{\prime}\right|\right\} d^{n-1} v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right\rangle\left\langle d^{n-1} v_{1} S_{1} L_{1}\left\{\left|d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1} L_{1}\right\rangle\right\}\right.
$$

$$
\begin{align*}
& \text { E.I. }(d-p)=-(n-1)\left[\left\langle\left\{d_{1} \cdots d_{n-2} \cdots d_{n}\right\} s_{n-1} p_{n+1}\right| e^{2} / r_{n, n+1}\left|\left\{d_{1} \cdots d_{n-2} \cdots d_{n+1}\right\} s_{n-1} p_{n}\right\rangle\right] \\
& =(n-1) \sum_{v_{4} S_{4} L_{4} S_{3} S_{5} L_{5}}\left[\left\langle d^{n-2}\left(v_{4} S_{4} L_{4}\right) s_{n-1}\left(S_{3} L_{4}\right), d_{n} p_{n+1}\left(S_{5} L_{5}\right), S L\right| e^{2} / r_{n, n+1}\right. \\
& v_{4}{ }^{\prime} S_{4}^{\prime} L_{4}^{\prime} S_{3}^{\prime} S_{5}^{\prime} L_{5}^{\prime} \\
& \times\left|d^{n-2}\left(p_{4}^{\prime} S_{4}^{\prime} L_{4}^{\prime}\right) s_{n-1}\left(S_{3}^{\prime} L_{4}^{\prime}\right), p_{n} d_{n+1}\left(S_{5}^{\prime} L_{5}^{\prime}\right), S L\right\rangle\left[\exp \pi i\left(1+S_{5}^{\prime}+L_{5}^{\prime}\right)\right] \\
& \times\left\langle S_{3} L_{4}, d_{n} p_{n+1}\left(S_{5} L_{5}\right), S L \mid S_{3} L_{4} d_{n}\left(S_{2} L_{1}\right) p_{n+1} S L\right\rangle\left\langle S_{3}^{\prime} L_{4}^{\prime}, d_{n+1} p_{n}\left(S_{5}^{\prime} L_{5}^{\prime}\right), S L \mid S_{3}^{\prime} L_{4}^{\prime} d_{n+1}\left(S_{2}^{\prime} L_{1}^{\prime}\right) p_{n} S L\right\rangle \\
& \times\left\langle S_{4} L_{4} S_{n-1}\left(S_{3} L_{4}\right) d_{n} S_{2} L_{1} \mid S_{4} L_{4} d_{n}\left(S_{1} L_{1}\right) s_{n-1} S_{2} L_{1}\right\rangle\left\langle S_{4}^{\prime} L_{4}^{\prime} s_{n-1}\left(S_{3}^{\prime} L_{4}^{\prime}\right) d_{n+1} S_{2}^{\prime} L_{1}^{\prime} \mid S_{4}^{\prime} L_{4}^{\prime} d_{n+1}\left(S_{1}^{\prime} L_{1}^{\prime}\right) s_{n-1} S_{2}^{\prime} L_{1}^{\prime}\right\rangle \\
& \left.\left.\times\left\langle d^{n-2}\left(v_{4}^{\prime} S_{4}^{\prime} L_{4}^{\prime}\right) d S_{1}^{\prime} L_{1}^{\prime}\right|\right\} d^{n-1} v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right\rangle\left\langle d^{n-1} v_{1} S_{1} L_{1}\left\{\left|d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1} L_{1}\right\rangle\right] .\right. \tag{18}
\end{align*}
$$

Using (12.12) of ITS to perform the sum over $L_{5}$ finally yields for the exchange part of the $d-p$ interaction

$$
\text { E.I. } \begin{align*}
(d-p)= & (n-1) \sum_{v_{4} S_{4} L_{4}}\left\{\left[\exp \pi i\left(S_{1}+S_{1}^{\prime}+S_{2}+S_{2}^{\prime}\right)\right]\left[\left(2 S_{1}+1\right)\left(2 S_{1}^{\prime}+1\right)\left(2 S_{2}+1\right)\left(2 S_{2}^{\prime}+1\right)\right]^{\frac{1}{2}}\right. \\
& \times X\left(\begin{array}{ccc}
\frac{1}{2} & S_{4} & S_{1} \\
S_{2}^{\prime} & S_{1}^{\prime} & \frac{1}{2} \\
S & \frac{1}{2} & S_{2}
\end{array}\right)\left[30 X\left(\begin{array}{ccc}
1 & L & L_{1} \\
2 & L_{1}^{\prime} & L_{4} \\
1 & 1 & 2
\end{array}\right) L_{1}(d p)+105 X\left(\begin{array}{ccc} 
\\
2 & L_{1}^{\prime} & L_{4} \\
3 & 1 & 2
\end{array}\right) G_{3}(d p)\right] \\
& \left.\times\left\langle d^{n-1} v_{1} S_{1} L_{1}\left\{\left|d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1} L_{1}\right\rangle\left\langle d^{n-2}\left(v_{4} S_{4} L_{4}\right) d S_{1}^{\prime} L_{1}^{\prime}\right|\right\} d^{n-1} v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right\rangle\right\}, \tag{21}
\end{align*}
$$

where $G_{1}(d p)=\frac{1}{15} R^{1}(d p, p d)$ and $G_{3}(d p)=\frac{3}{245} R^{3}(d p, p d) .^{3}$
The net interaction $d-p$ is then the sum of (17) and (21).

## 3. THE DIRECT PART OF THE $s-p$ INTERACTION

From (1) and (2) the direct part of the $s-p$ interaction is given by

$$
\text { D.I. } \begin{aligned}
\quad(s-p) & =\left\langle\left\{d_{1} \cdots d_{n-1}\right\} s_{n} p_{n+1}\right| e^{2} / r_{n, n+1}\left|\left\{d_{1} \cdots d_{n-1}\right\} s_{n} p_{n+1}\right\rangle \\
& =\left\langle d^{n-1}\left(v_{1} S_{1} L_{1}\right) s_{n}\left(S_{2} L_{1}\right) p_{n+1} S L\right| e^{2} / r_{n, n+1}\left|d^{n-1}\left(v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right) s_{n}\left(S_{2}^{\prime} L_{1}^{\prime}\right) p_{n+1} S L\right\rangle .
\end{aligned}
$$

Since the interaction is between the electrons $n$ and $n+1$, the quantum numbers of the first ( $n-1$ ) electrons must be the same on both sides. Hence

Now,

$$
\nu_{1} S_{1} L_{1} \equiv \nu_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime} .
$$

$$
\text { D.I. } \begin{align*}
(s-p)= & \left\langle d^{n-1}\left(\nu_{1} S_{1} L_{1}\right) s_{n}\left(S_{2} L_{1}\right) p_{n+1} S L\right| e^{2} / r_{n, n+1}\left|d^{n-1}\left(\nu_{1} S_{1} L_{1}\right) s_{n}\left(S_{2}^{\prime} L_{1}\right) p_{n+1} S L\right\rangle \\
= & \sum_{S_{3} S_{3}^{\prime} S^{\prime}}\left[d^{n-1}\left(v_{1} S_{1} L_{1}\right), s_{n} p_{n+1}\left(S_{3} L_{3}\right), S L\left|e^{2} / r_{n, n+1}\right| d^{n-1}\left(\nu_{1} S_{1} L_{1}\right), s_{n} p_{n+1}\left(S_{3}^{\prime} L_{3}\right), S L\right\rangle \\
& \times\left\langle S_{1} L_{1}, s_{n} p_{n+1}\left(S_{3} L_{3}\right), S L \mid S_{1} L_{1} s_{n}\left(S_{2} L_{1}\right) p_{n+1} S L\right\rangle \\
& \left.\times\left\langle S_{1} L_{1}, s_{n} p_{n+1}\left(S_{3}^{\prime} L_{3}\right), S L \mid S_{1} L_{1} s_{n}\left(S_{2}^{\prime} L_{1}\right) p_{n+1} S L\right\rangle\right], \tag{22}
\end{align*}
$$

where $L_{3}$ necessarily equals 1 .
Then from Eqs. (16.15) and (16.17) of ITS we have for the matrix interaction element

$$
\begin{aligned}
&\left\langle s_{n} p_{n+1} S_{3} L_{3}\right| e^{2} / r_{n, n+1}\left|s_{n} p_{n+1} S_{3}^{\prime} L_{3}\right\rangle \\
&=\delta\left(S_{3}, S_{3}^{\prime}\right) \sum_{k} R^{k}(s p, s p)\left[\exp \pi i\left(1+L_{3}+k\right)\right]\left(0| | C^{k}| | 0\right)\left(1| | C^{k}| | 1\right) \bar{W}\left(\begin{array}{ccc}
0 & 0 & k \\
1 & 1 & L_{3}
\end{array}\right) .
\end{aligned}
$$

Using Eqs. (14.12), (11.12), and the triangle condition, (7.4) of ITS, for the triad ( $00 k$ ) of the $\bar{W}$ coefficient, yields

$$
\begin{equation*}
\left\langle s_{n} p_{n+1} S_{3} L_{3}\right| e^{2} / r_{n, n+1}\left|s_{n} p_{n+1} S_{3}^{\prime} L_{3}\right\rangle=R^{0}(s p, s p) \delta\left(S_{3} S_{3}^{\prime}\right) . \tag{23}
\end{equation*}
$$

Using the fact that $S_{3}^{\prime}$ equals $S_{3}$, we obtain from (11.8) of ITS that the net contribution of the $S$-recoupling coefficients becomes

$$
\begin{align*}
\text { R.C. } \cdot_{\text {spin }} & =\left\langle S_{1}, \frac{1}{2} \frac{1}{2}\left(S_{3}\right), S \left\lvert\, S_{1} \frac{1}{2}\left(S_{2}\right) \frac{1}{2} S\right.\right\rangle S_{1}, \frac{1}{2} \frac{1}{2}\left(S_{3}\right), S\left|S_{1} \frac{1}{2}\left(S_{2}^{\prime}\right) \frac{1}{2} S\right\rangle \\
& =\left[\exp \pi i\left(2 S_{1}+2 S\right)\right]\left(2 S_{3}+1\right)\left[\left(2 S_{2}+1\left(2 S_{2}^{\prime}+1\right)\right]^{\frac{1}{W}} \bar{W}\left(\begin{array}{ccc}
S_{1} & \frac{1}{2} & S_{2} \\
\frac{1}{2} & S & S_{3}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
S_{1} & \frac{1}{2} & S_{2}^{\prime} \\
\frac{1}{2} & S & S_{3}
\end{array}\right) .\right. \tag{24}
\end{align*}
$$

Then we need to sum only over $S_{3}$ and using (11.15) of ITS obtain

$$
\begin{equation*}
\sum_{S_{3}} \text { R.C. }{ }_{\text {spin }}=\left[\exp \pi i\left(2 S_{1}+2 S\right)\right] \delta\left(S_{2}, S_{2}^{\prime}\right)=\delta\left(S_{2}, S_{2}^{\prime}\right), \tag{25}
\end{equation*}
$$

since $\left(2 S_{1}+2 S\right)$ is an even integer.
Also from Eqs. (11.8) and (11.12) of ITS we obtain

$$
\begin{equation*}
\text { R.C. }{ }_{\text {a.m. }}=\left\langle L_{1}, 01(1), L \mid L_{1} 0\left(L_{1}\right) 1 L\right\rangle\left\langle L_{1}, 01(1), L \mid L_{1} O\left(L_{1}\right) 1 L\right\rangle=1 . \tag{26}
\end{equation*}
$$

Thus inserting (23), (25), and (26) into (22), we obtain for the direct part of the $s-p$ interaction

$$
\begin{equation*}
\text { D.I. }(s-p)=\delta\left(v_{1} S_{1} L_{1}, v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right) \delta\left(S_{2}, S_{2}^{\prime}\right) R^{0}(s p, p s)=\delta\left(v_{1} S_{1} L_{1}, v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right) \delta\left(S_{2}, S_{2}^{\prime}\right) F_{0}(s p) \tag{27}
\end{equation*}
$$

The Exchange Part of the $s-p$ Interaction
From (1) and (2) the exchange part of the $s-p$ interaction is given by

$$
\text { E.I. } \begin{align*}
\quad(s-p) & =-\left\langle\left\{d_{1} \cdots d_{n-1}\right\} s_{n} p_{n+1}\right| e^{2} / r_{n, n+1}\left|\left\{d_{1} \cdots d_{n-1}\right\} s_{n+1} p_{n}\right\rangle \\
& =-\left\langle d^{n-1}\left(v_{1} S_{1} L_{1}\right) s_{n}\left(S_{2} L_{1}\right) p_{n+1} S L\right| e^{2} / r_{n, n+1}\left|d^{n-1}\left(v_{1} S_{1} L_{1}\right) s_{n+1}\left(S_{2}^{\prime} L_{1}^{\prime}\right) p_{n} S L\right\rangle . \tag{28}
\end{align*}
$$

Coupling the $s$ and $p$ electrons on both sides of (28) and then using (7.11) of ITS, yields

$$
\text { E.I. } \begin{align*}
(s-p)= & \sum_{S_{3} S_{3}^{\prime}}\left\{\left[\exp \pi i\left(1-S_{3}-L_{3}\right)\right] s_{n} p_{n+1} S_{3} L_{3}\left|e^{2} / r_{n, n+1}\right| p_{n} s_{n+1} S_{3}^{\prime} L_{3}\right\rangle \\
& \times\left\langle S_{1} L_{1}, s_{n} p_{n+1}\left(S_{3} L_{3}\right), S L \mid S_{1} L_{1} s_{n}\left(S_{2} L_{1}\right) p_{n+1} S L\right\rangle \\
& \left.\times\left\langle S_{1} L_{1}, s_{n+1} p_{n}\left(S_{3}^{\prime} L_{3}\right), S L \mid S_{1} L_{1} s_{n+1}\left(S_{2}^{\prime} L_{1}\right) p_{n} S L\right\rangle\right\} . \tag{29}
\end{align*}
$$

Using Eqs. (16.15) and (16.17) of ITS, we obtain

$$
\begin{align*}
\left\langle s_{n} p_{n+1} S_{3} L_{3}\right| e^{2} / r_{n, n+1}\left|p_{n} s_{n+1} S_{3}^{\prime} L_{3}\right\rangle
\end{aligned} \quad \begin{aligned}
& \quad \delta\left(S_{3} S_{3}^{\prime}\right) \sum_{k} R^{k}(s p, p s)[\exp \pi i(1+k)]\left(0| | C^{k}| | 1\right)\left(1| | C^{k}| | 0\right) \bar{W}\left(\begin{array}{lll}
0 & 1 & k \\
0 & 1 & 1
\end{array}\right) .
\end{align*}
$$

By the triangle rule, (7.4) of ITS, for the triad ( $0 k 1$ ) of the $\bar{W}$ coefficient, $k$ can only have the value 1 and thus

$$
\begin{equation*}
\left\langle s_{n} p_{n+1} S_{3} L_{3}\right| e^{2} / r_{n, n+1}\left|p_{n} s_{n+1} S_{3}^{\prime} L_{3}\right\rangle=\delta\left(S_{3} S_{3}^{\prime}\right)\left[R^{1}(s p, p s) / 3\right] . \tag{31}
\end{equation*}
$$

Since $S_{3}$ is a whole number and $L_{3}$ equals 1 ,

$$
\exp \pi i\left(1-S_{3}-L_{3}\right)=\exp \pi i S_{3} .
$$

The net contribution of the $S$-recoupling coefficients is the same as for the direct part and hence is given by (24).

Then since $\left(2 S_{1}+2 S\right)$ is an even integer, we have from (24)

$$
\begin{align*}
\sum_{S_{3}}\left[\exp \pi i S_{3}\right] R \cdot C_{\cdot p p 1 n} & =\sum_{S_{3}^{\prime}}\left[\exp \pi i S_{3}\right]\left(2 S_{3}+1\right)\left[\left(2 S_{2}+1\right)\left(2 S_{2}^{\prime}+1\right)\right]^{\frac{1}{W}} \bar{W}\left(\begin{array}{ccc}
S_{1} & \frac{1}{2} & S_{2} \\
\frac{1}{2} & S & S_{3}
\end{array}\right) \bar{W}\left(\begin{array}{ccc}
S_{1} & \frac{1}{2} & S_{2}^{\prime} \\
\frac{1}{2} & S & S_{3}
\end{array}\right) \\
& =\left[\exp \pi i\left(S_{2}+S_{2}^{\prime}\right)\right]\left[\left(2 S_{2}+1\right)\left(2 S_{2}^{\prime}+1\right)\right]^{\frac{1}{2}} \bar{W}\left(\begin{array}{cc}
S_{1} & \frac{1}{2} \\
S_{2} \\
S & \frac{1}{2} \\
S_{2}^{\prime}
\end{array}\right), \tag{32}
\end{align*}
$$

using (11.16) of ITS for the sum over $S_{3}$.
Inserting (26) for the net contribution of the $L$-coupling coefficients (31) and (32) into (29), we finally obtain

$$
\text { E.I. } \quad(s-p)=\left[\exp \pi i\left(S_{2}+S_{2}^{\prime}\right]\right]\left[\left(2 S_{2}+1\right)\left(2 S_{2}^{\prime}+1\right)\right]^{\frac{1}{2}} \bar{W}\left(\begin{array}{ccc}
S_{1} & \frac{1}{2} & S_{2}  \tag{33}\\
S & \frac{1}{2} & S_{2}^{\prime}
\end{array}\right) \frac{R^{1}(s p, p s)}{3} \text {. }
$$

Then the net interaction $s-p$, T.I. ( $s-p$ ), is obtained by adding (27) and (33),
T.I. $(s-p)=\delta\left(v_{1} S_{1} L_{1}, v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right)$

$$
\times\left\{F_{0}(s p) \delta\left(S_{2}, S_{2}^{\prime}\right)+\left[\exp \pi i\left(S_{2}+S_{2}^{\prime}\right)\right]\left[\left(2 S_{2}+1\right)\left(2 S_{2}^{\prime}+1\right)\right]^{\frac{1}{1}} \bar{W}\left(\begin{array}{ccc}
S_{1} & \frac{1}{2} & S_{2}  \tag{34}\\
S & \frac{1}{2} & S_{2}^{\prime}
\end{array}\right) G_{p s}\right\},
$$

where ${ }^{4} G_{p s}=\left[R^{1}(s p, p s) / 3\right]$.

## 4. THE $d-s$ INTERACTION

Although the $d-s$ interaction can be obtained in the same fashion as the $d-p$ and $s-p$ interactions, it is much simpler to use the Dirac vector model. ${ }^{5}$

[^35]By Eqs. (16.22) and (16.23) of ITS, the direct interaction for the electrons $d$ and $s$ is given by $R^{0}(d s, d s)$. Hence the direct part of the interaction $d-s$ for the configuration $d^{n-1} s p$ is given by

$$
\begin{equation*}
\text { D.I. } \quad(d-s)=(n-1) R^{0}(d s, d s)=(n-1) F^{0}(d s)=(n-1) F_{0}(d s) . \tag{35}
\end{equation*}
$$

From Eqs. (16.22), (16.23), and (16.24) of ITS, the exchange interaction between the two electrons $d$ and $s$ is given by

$$
-\frac{1}{2}\left[1+4 s_{d} \cdot s_{s}\right]\left[R^{2}(d s, s d) / 5\right]=-\frac{1}{2}\left[1+4 s_{a} \cdot s_{s}\right] G_{d s},
$$

where ${ }^{4}$

$$
G_{d s}=\left[R^{2}(d s, s d) / 5\right] .
$$

Hence for $(n-1)$ electrons $d$, the $d-s$ interaction will be given by

$$
\text { E.I. } \begin{align*}
(d-s) & =-\frac{1}{2}(n-1) G_{d s}-\frac{1}{2}\left[4\left(s_{d_{1}}+\cdots+s_{d_{n-1}}\right) \cdot s_{s}\right] G_{d s}=-\frac{1}{2}\left[n-1+4 S_{1} \cdot S_{s}\right] G_{d s} \\
& =-\frac{1}{2}\left[n-1+2 S_{2}\left(S_{2}+1\right)-2 S_{1}\left(S_{1}+1\right)-\frac{3}{2}\right] G_{d s} \delta\left(v_{1} S_{1} L_{1}, v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right) \delta\left(S_{2}, S_{2}^{\prime}\right), \tag{36}
\end{align*}
$$

where as usual

$$
\left\langle d^{n-1} s p\right| \equiv\left\langle d^{n-1}\left(v_{1} S_{1} L_{1}\right) s\left(S_{2} L_{1}\right) p S L\right|, \quad\left|d^{n-1} s p\right\rangle \equiv\left|d^{n-1}\left(v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right) s\left(S_{2}^{\prime} L_{1}^{\prime}\right) p S L\right\rangle
$$

Then the net interaction $d-s$, T.I. ( $d-s$ ), is obtained by adding (35) and (36),
T.I. $(d-s)=\delta\left(\nu_{1} S_{1} L_{1}, v_{1}^{\prime} S_{1}^{\prime} L_{1}^{\prime}\right) \delta\left(S_{2}, S_{2}^{\prime}\right)$

$$
\begin{equation*}
\times\left\{(n-1) F_{0}(d s)-\frac{1}{2}\left[n-1+2 S_{2}\left(S_{2}+1\right)-2 S_{1}\left(S_{1}+1\right)-\frac{3}{2}\right] G_{d s}\right\} \tag{37}
\end{equation*}
$$

## 5. $d-d$ INTERACTION

The $d-d$ interaction of the configuration $d^{n-1} s p$ is the same as the $d-d$ interaction of the configuration $d^{n-1}$, and hence given by the well-known results of Racah. ${ }^{3}$

Finally, it should be noted that starting from (1) and replacing $d$ by $l, s$ by $l^{\prime}$ and $p$ by $l^{\prime \prime}$, one can obtain the Coulomb interactions for the configuration $l^{n-1} l^{\prime} l^{\prime \prime}$. The latter results are naturally more cumbersome since no explicit use is made of the fact that one electron has zero angular momentum.
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We prove that for arbitrary completely continuous operators $A_{1}, A_{2}, \cdots, A_{n}$ and for positive numbers $p_{1}, p_{2}, \cdots, p_{n}$ with $\sum_{k=1}^{n} p_{k}^{-1}=1$, the inequalities,

$$
\begin{gathered}
\left|\operatorname{Tr}\left(A_{1} A_{2} \cdots A_{n}\right)\right| \leq \prod_{k=1}^{n}\left[\operatorname{Tr}\left(A_{k}^{\dagger} A_{k}\right)^{\left.\left.\frac{1}{p^{2}}\right]^{p_{k}}\right]^{-1}}\right. \\
\left|\operatorname{Tr} \exp \left(A_{1}+A_{2}+\cdots+A_{n}\right)\right| \leq \prod_{k=1}^{n}\left[\operatorname{Tr} \exp \left\{\frac{1}{2} p_{k}\left(A_{k}^{\dagger}+A_{k}\right)\right\}\right]^{p_{k}-1}
\end{gathered}
$$

hold. Further if $a_{1}, a_{2}, \cdots, a_{n}$ are the annihilation operators of an $N$-dimensional harmonic oscillator, $m$ and $n$ are any positive integers, and $\rho$ is a nonnegative definite operator, we prove the inequality

$$
\left|\operatorname{Tr}\left(\rho a_{i_{1}}^{\dagger} \cdots a_{i_{m}}^{\dagger} a_{i_{1}} \cdots a_{i_{n}}\right)\right| \leq \prod_{k=1}^{m}\left[\operatorname{Tr} \rho\left(a_{i_{k}}^{\dagger} a_{i_{k}}\right)^{m}\right]^{1 / 2 m} \prod_{l=1}^{n}\left[\operatorname{Tr} \rho\left(a_{i_{l}}^{\dagger} a_{i_{l}}\right)^{n}\right]^{1 / 2 n} .
$$

Some consequences of these inequalities, related results, and some applications to correlation functions of the quantized electromagnetic field are discussed.

## 1. INTRODUCTION

It is well known that for any two arbitrary operators $A$ and $B$, an inequality analogous to the CauchySchwarz inequality holds, i.e., that

$$
\begin{equation*}
|\operatorname{Tr}(A B)|^{2} \leq \operatorname{Tr}\left(A^{\dagger} A\right) \operatorname{Tr}\left(B^{\dagger} B\right) \tag{1.1}
\end{equation*}
$$

where dagger denotes Hermitian adjoint operation. This result has recently been generalized by Thompson ${ }^{1}$ for Hermitian, nonnegative definite operators, and an inequality analogous to Hölder inequality has been proved. Thus if $A$ and $B$ are Hermitian, nonnegative definite operators, then one has

$$
\begin{equation*}
\operatorname{Tr}(A B) \leq\left[\operatorname{Tr} A^{p}\right]^{1 / p}\left[\operatorname{Tr} B^{q}\right]^{1 / q} \tag{1.2}
\end{equation*}
$$

where $p$ and $q$ are positive numbers and $p^{-1}+q^{-1}=1$. The proof given in Ref. 1 does not state conditions under which the relation (1.2) reduces to an equality. However, it can readily be deduced from the discussion given there that this happens if and only if $A^{p}$ is a constant multiple of $B^{q}$.

In this paper we establish a number of inequalities which are analogous to, and may be considered as, generalizations of (1.2). Throughout this paper it is understood that the operators $A, B$, etc. belong to a class such that the traces appearing in (1.1), (1.2), and

[^36]elsewhere in this paper are all well defined. Our results are summarized in the following theorems.

Theorem $I$ : Let $A_{1}, A_{2}, \cdots, A_{n}$ be a set of $n(\geq 1)$ completely continuous operators in a Hilbert space and let $p_{1}, p_{2}, \cdots, p_{n}$ be positive numbers with

$$
p_{1}^{-1}+p_{2}^{-1}+\cdots+p_{n}^{-1}=1
$$

Then

$$
\begin{equation*}
\left|\operatorname{Tr}\left(A_{1} A_{2} \cdots A_{n}\right)\right| \leq \prod_{k=1}^{n}\left[\operatorname{Tr}\left(A_{k}^{\dagger} A_{k}\right)^{\frac{1}{2} p_{k}}\right]^{p_{k}-\mathbf{1}} \tag{1.3}
\end{equation*}
$$

where positive roots are to be taken of the operators $A_{k}^{\dagger} A_{k}$ on the right-hand side.

Theorem II: Let $A_{1}, A_{2}, \cdots, A_{n}$ and $p_{1}, p_{2}, \cdots, p_{n}$ be as defined in Theorem I. Then

$$
\begin{align*}
\mid \operatorname{Tr} \exp \left(A_{1} A_{2}\right. & \left.\cdots A_{n}\right) \mid \\
& \leq \prod_{k=1}^{n}\left[\operatorname{Tr} \exp \left\{\frac{1}{2} p_{k}\left(A_{k}^{\dagger}+A_{k}\right)\right\}\right]^{p_{k}-1} \tag{1.4}
\end{align*}
$$

Theorem III: Consider a harmonic oscillator with $N$ degrees of freedom. Let $a_{1}, a_{2}, \cdots, a_{N}$ be the annihilation operators and $a_{1}^{\dagger}, a_{2}^{\dagger}, \cdots, a_{N}^{\dagger}$ be the creation operators; they satisfy the commutation relations

$$
\begin{gather*}
{\left[a_{i} ; a_{i}\right]=0,}  \tag{1.5a}\\
{\left[a_{i} ; a_{j}^{\dagger}\right]=\delta_{i j} .} \tag{1.5b}
\end{gather*}
$$

Further let $\rho$ be a Hermitian nonnegative-definite operator. Then for arbitrary positive integral values
of $m$ and $n$ the inequality

$$
\begin{align*}
& \left|\operatorname{Tr}\left(\rho a_{i_{1}}^{\dagger} \cdots a_{i_{m}}^{\dagger} a_{j_{1}} \cdots a_{j_{n}}\right)\right| \\
& \quad \leq \prod_{k=1}^{m}\left[\operatorname{Tr}\left\{\rho\left(a_{i_{k}}^{\dagger} a_{i_{k}}\right)^{m}\right\}\right]^{1 / 2 m} \prod_{i=1}^{n}\left[\operatorname{Tr}\left\{\rho\left(a_{j_{k}}^{\dagger} a_{j_{j}}\right)^{n}\right\}\right]^{1 / 2 n} \tag{1.6}
\end{align*}
$$

holds. Here each of the indices $i_{1}, \cdots, i_{m}, j_{1}, \cdots, j_{n}$ may take on any of the values $1,2, \cdots, N$. Equality in (1.6) holds either as a trivial identity $(0=0)$ or only when $m=n=1$ and $i_{1}=j_{1}$.

In Sec. 2 we prove Theorems I and II and also discuss a generalization of (1.2). Theorem III is proved in Sec. 3. A conjecture stating that an inequality of the form (1.6) also holds for arbitrary linear combinations of the annihilation operators is proposed and is proved in a special case. Some other related inequalities and their application to coherence functions of the quantized electromagnetic field are briefly discussed in Sec. 4.

## 2. PROOF OF THEOREMS I AND II

To prove Theorem I, we make use of a result due to Fan ${ }^{2}$ : Let $A_{1}, A_{2}, \cdots, A_{n}$ be a set of $n(\geq 1)$ completely continuous operators in a Hilbert space 3e. For each $k(1 \leq k \leq n)$, let $\alpha_{1}^{(k)}, \alpha_{2}^{(k)} \cdots$ be the eigenvalues of the operator $A_{k}^{\dagger} A_{k}$ arranged in a nonincreasing order. Then, for any positive integer $N$,

$$
\begin{equation*}
\left.\left|\sum_{i=1}^{N}\left\langle x_{i}\right| A_{1} A_{2} \cdots A_{n}\right| x_{i}\right\rangle \left\lvert\, \leq \sum_{i=1}^{N}\left[\alpha_{i}^{(1)} \alpha_{i}^{(2)} \cdots \alpha_{i}^{(n)}\right]^{\frac{1}{2}}\right., \tag{2.1}
\end{equation*}
$$

where $\left|x_{i}\right\rangle, i=1,2, \cdots, N$ are orthonormal vectors in ${ }^{3}$.

Using Hölder inequality ${ }^{3}$ for positive numbers in (2.1) we can write
$\sum_{i=1}^{N}\left\langle x_{i}\right| A_{1} A_{2} \cdots A_{n}\left|x_{i}\right\rangle \leq \prod_{k=1}^{n}\left[\sum_{i=1}^{N}\left(\alpha_{i}^{(k)}\right)^{\frac{1}{p_{k}}}\right]^{p_{k}-1}$,
where $p_{1}, p_{2}, \cdots, p_{n}$ are positive numbers and $p_{1}^{-1}+p_{2}^{-1}+\cdots+p_{n}^{-1}=\mathrm{I}$.
If we now extend the summation over $i$ in (2.2) to include all the eigenvalues of the operators $A_{k}^{\dagger} A_{k}$, we obtain the inequality expressed by Theorem I ,

$$
\begin{equation*}
\left|\operatorname{Tr}\left(A_{1} A_{2} \cdots A_{n}\right)\right| \leq \prod_{k=1}^{n}\left[\operatorname{Tr}\left(A_{k}^{\dagger} A_{k}\right)^{\left.\frac{1}{p} p_{k}\right]^{p_{k}-1}}\right. \tag{2.3}
\end{equation*}
$$

It may be noted that when $A_{1}, A_{2}, \cdots, A_{n}$ are Hermitian nonnegative-definite operators, the

[^37]inequality (2.3) reduces to
\[

$$
\begin{equation*}
\left|\operatorname{Tr}\left(A_{1} A_{2} \cdots A_{n}\right)\right| \leq \prod_{k=1}^{n}\left[\operatorname{Tr}\left(A_{k}\right)^{p^{2}}\right]^{p_{k}-1}, \tag{2.4}
\end{equation*}
$$

\]

and thus it is a generalization of (1.2). Relation (2.4) reduces to an equality if and only if either all the operators $A_{1}^{p_{1}}, A_{2}^{p_{2}}, \cdots, A_{n}^{p_{n}}$ differ from one another by constant multiplication factors, or one of the operators is identically zero.

We prove Theorem II first in the case when $A_{1}, A_{2}, \cdots, A_{n}$ are Hermitian operators. In this case the proof is based on the inequality (1.2) and the relation ${ }^{4}$

$$
\begin{equation*}
\operatorname{Tr}[\exp (A+B)] \leq \operatorname{Tr}\left[e^{A} e^{B}\right] \tag{2.5}
\end{equation*}
$$

which holds for arbitrary Hermitian operators $A$ and B.

From (2.5) and (1.2) we obtain

$$
\begin{align*}
\operatorname{Tr} & \left\{\exp \left[A_{1}+A_{2}+\cdots+A_{n}\right]\right\} \\
\leq & \operatorname{Tr}\left[e^{d_{1}} \exp \left(A_{2}+A_{3}+\cdots+A_{n}\right)\right] \\
\leq & {\left[\operatorname{Tr} e^{p_{1} A_{1}}\right]^{p_{1}-1} } \\
& \times\left[\operatorname{Tr}\left\{\exp \alpha\left(A_{2}+A_{3}+\cdots+A_{n}\right)\right\}\right]^{\alpha^{-1}}, \tag{2.6}
\end{align*}
$$

where $p_{1}$ and $\alpha$ are positive numbers with $p_{1}^{-1}+\alpha^{-1}=$ 1. A repeated use of (2.5) and (1.2) in this manner gives the required result

$$
\begin{align*}
\operatorname{Tr}\left[\operatorname { e x p } \left(A_{1}+A_{2}+\cdots\right.\right. & \left.\left.+A_{n}\right)\right] \\
& \leq \prod_{k=1}^{n}\left[\operatorname{Tr} \exp p_{k} A_{k}\right]^{p_{k}-1} \tag{2.7}
\end{align*}
$$

It may be noted that the equality in (2.7) holds if and only if the difference between any two of the operators $p_{1} A_{1}, p_{2} A_{2}, \cdots, p_{n} A_{n}$ is a constant multiple of the identity operator.

Next we consider the general case when $A_{1}$, $A_{2}, \cdots, A_{n}$ are arbitrary completely continuum operators. In this case we make use of another result due to Fan ${ }^{5}$ : Let $A$ be a completely continuous operator in $\mathscr{H}$ and let the eigenvalue $\lambda_{i}$ and $\rho_{i}$ of $A$ and $\frac{1}{2}\left(A^{\dagger}+A\right)$, respectively, be so arranged that

$$
\mathfrak{R} \lambda_{1} \geq \Re \lambda_{2} \geq \cdots ; \quad \rho_{1} \geq \rho_{2} \geq \rho_{3} \cdots,
$$

where $\mathcal{R}$ denotes the real part. Then, for any positive integer $N$,

$$
\begin{equation*}
\sum_{i=1}^{N} \mathcal{R} \lambda_{i} \leq \sum_{i=1}^{N} \rho_{i} \tag{2.8}
\end{equation*}
$$

Equality in (2.8) holds if and only if $A$ is a normal operator,

From (2.8), it follows that

$$
\begin{equation*}
\left|\exp \left[\sum_{i=1}^{N} \lambda_{i}\right]\right|=\exp \left[\sum_{i=1}^{N} \mathcal{R} \lambda_{i}\right] \leq \exp \left[\sum_{i=1}^{N} \rho_{i}\right] \tag{2.9}
\end{equation*}
$$

[^38]and hence on extending the summation over $i$ to include all the eigenvalues of $A$, we obtain
\[

$$
\begin{equation*}
\left|\operatorname{Tr} e^{A}\right| \leq \operatorname{Tr} \exp \left[\frac{1}{2}\left(A^{\dagger}+A\right)\right] . \tag{2.10}
\end{equation*}
$$

\]

On setting $A=A_{1}+A_{2}+\cdots+A_{n}$ in (2.10), it follows that

$$
\begin{align*}
&\left|\operatorname{Tr}\left[\exp \left(A_{1}+A_{2}+\cdots+A_{n}\right)\right]\right| \\
& \leq \operatorname{Tr}\left[\operatorname { e x p } \left\{\frac{1}{2}\left(A_{1}^{\dagger}+A_{1}\right)+\frac{1}{2}\left(A_{2}^{\dagger}+A_{2}\right)+\cdots\right.\right. \\
&\left.\left.+\frac{1}{2}\left(A_{n}^{\dagger}+A_{n}\right)\right\}\right] . \tag{2.11}
\end{align*}
$$

Theorem II [inequality (1.4)] now follows from (2.7) and (2.11).
We now wish to make a few remarks concerning the inequality (1.2):
If $\rho$ is a Hermitian nonnegative-definite operator, which for convenience is normaled ${ }^{6}$ so that $\operatorname{Tr} \rho=1$, then for arbitrary operators $A$ and $B$ [cf. (1.1)],

$$
\begin{equation*}
|\operatorname{Tr}(\rho A B)|^{2} \leq \operatorname{Tr}\left(\rho A^{\dagger} A\right) \operatorname{Tr}\left(\rho B^{\dagger} B\right) \tag{2.12}
\end{equation*}
$$

A generalization of (2.12) analogous to (1.2), namely the inequality

$$
\begin{equation*}
\operatorname{Tr}(\rho A B) \leq\left[\operatorname{Tr} \rho A^{p}\right]^{1 / p}\left[\operatorname{Tr} \rho B^{q}\right]^{1 / q} \tag{2.13}
\end{equation*}
$$

also holds whenever $\rho, A, B$ are Hermitian nonnegative definite, and $\rho$ commutes with both $A$ and $B$. Here $p$ and $q$ are positive numbers with $p^{-1}+q^{-1}=1$. Inequality (2.13) follows by replacing $A$ and $B$ in (1.2) by $\rho^{1 / p} A$ and $\rho^{1 / q} B$, respectively. In a similar manner one can show that if $\rho$ commutes with all the operators $A_{1}, \cdots, A_{n}$, of Theorem I, then

$$
\begin{equation*}
\left|\operatorname{Tr}\left(\rho A_{1} \cdots A_{n}\right)\right| \leq \prod_{k=1}^{n}\left[\operatorname{Tr} \rho\left(A_{k}^{\dagger} A_{k}\right)^{\frac{1}{p_{k}}}\right]^{p_{k}-1}, \tag{2.14}
\end{equation*}
$$

where $p_{1}, \cdots, p_{n}$ are positive numbers with

$$
p_{1}^{-1}+\cdots+p_{n}^{-1}=1
$$

It should be noted that if $\rho$ does not commute with both $A$ and $B$ then (2.13) is in general not true. [Similarly (2.14) is not true in general.] A counter example is provided by

$$
\begin{gather*}
\rho=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), \quad A=\left(\begin{array}{ll}
1 & 2 \\
2 & 5
\end{array}\right), \quad B=\left(\begin{array}{ll}
2 & 1 \\
1 & 2
\end{array}\right), \\
p=\frac{3}{2}, \quad q=3 . \tag{2.15}
\end{gather*}
$$

Here $\operatorname{Tr}(\rho A B)=4$, whereas $\left[\operatorname{Tr} \rho A^{\frac{8}{2}}\right]^{\frac{2}{2}}\left[\operatorname{Tr} \rho B^{3}\right]^{\frac{1}{3}}=$ $63^{\frac{1}{2}}<4$.

Another situation where the inequality similar to (2.13) and in fact similar to the more general result (2.14) holds is discussed in Sec. 3 [cf. (3.1)].

[^39]
## 3. PROOF OF THEOREM III AND SOME RELATED RESULTS

In order to prove Theorem III, we first observe that it is sufficient to prove the inequality

$$
\begin{equation*}
\operatorname{Tr}\left[\rho a_{i_{1}}^{\dagger} \cdots a_{i_{i}}^{\dagger} a_{i_{1}} \cdots a_{i_{k}}\right] \leq \prod_{k=1}^{l}\left[\operatorname{Tr}\left\{\rho\left(a_{i_{k}}^{\dagger} a_{i_{k}}\right)^{l}\right\}\right]^{1 / l} . \tag{3.1}
\end{equation*}
$$

Here $l$ is an arbitrary positive integer and $\rho,\left\{a_{i}\right\}$, $\left\{a_{i}^{\dagger}\right\}(i=1,2, \cdots, N)$ are those as described in Theorem III (Sec. 1).
To see that (3.1) implies (1.6), we make use of the Schwarz inequality (2.12) and obtain

$$
\begin{align*}
&\left|\operatorname{Tr}\left[\rho a_{i_{1}}^{\dagger} \cdots a_{i_{m}}^{\dagger} a_{j_{1}} \cdots a_{j_{n}}\right]\right|^{2} \\
& \leq \operatorname{Tr}\left[\rho a_{i_{1}}^{\dagger} \cdots a_{i_{m}}^{\dagger} a_{i_{m}} \cdots a_{i_{1}}\right] \\
& \times \operatorname{Tr}\left[\rho a_{j_{1}}^{\dagger} \cdots a_{j_{n}}^{\dagger} a_{j_{n}} \cdots a_{j_{1}}\right] . \tag{3.2}
\end{align*}
$$

From (3.1), (1.5a), and (3.2) we obtain the required result (1.6).
We now proceed to prove the inequality (3.1). Let us suppose that in the expression $a_{i_{1}} a_{i_{2}} \cdots a_{i_{t}}$ the operator $a_{i}$ occurs $k_{1}$ times, $a_{2}$ occurs $k_{2}$ times etc., so that $k_{1}, k_{2}, \cdots, k_{N}$ are all nonnegative integers and

$$
\begin{equation*}
k_{1}+k_{2}+\cdots+k_{n}=l . \tag{3.3}
\end{equation*}
$$

Using the commutation relations (1.5), we can then write

$$
\begin{equation*}
a_{i_{1}}^{\dagger} \cdots a_{i_{1}}^{\dagger} a_{i_{1}} \cdots a_{i_{l}}=\left(a_{1}^{\dagger k_{1}} a_{1}^{k_{1}}\right) \cdots\left(a_{N}^{\dagger k_{N}} a_{N}^{k_{N}}\right) \tag{3.4}
\end{equation*}
$$

Further, if $a$ denotes any of the operators $a_{1}, \cdots, a_{N}$, we have the relation

$$
\begin{equation*}
a^{\dagger k} a^{k}=a^{\dagger} a\left(a^{\dagger} a-1\right) \cdots\left(a^{\dagger} a-k+1\right) \tag{3.5}
\end{equation*}
$$

which can easily be established by the method of induction, and use of the relation $\left[a, a^{\dagger}\right]=1$. On substituting (3.5) in (3.4), we obtain the relation

$$
\begin{align*}
& a_{i_{1}}^{\dagger} \cdots a_{i_{i}}^{\dagger} a_{i_{1}} \cdots a_{i_{i}} \\
& \quad=\prod_{j=1}^{N} a_{j}^{\dagger} a_{j}\left(a_{j}^{\dagger} a_{j}-1\right) \cdots\left(a_{j}^{\dagger} a_{j}-k_{j}+1\right) . \tag{3.6}
\end{align*}
$$

Next we represent the density operator $\rho$ in the number representation

$$
\begin{equation*}
\rho=\sum_{\left\{n_{j}\right\}} \sum_{\left\{m_{j}\right\}} \rho_{\left(n_{j}\right),\left\{m_{j}\right\}}\left|\left\{n_{j}\right\}\right\rangle\left\langle\left\{m_{j}\right\}\right|, \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\left\{n_{i}\right\}\right\rangle=\prod_{j=1}^{N}\left|n_{j}\right\rangle, \tag{3.8}
\end{equation*}
$$

and $\left|n_{j}\right\rangle$ are the orthonormalized eigenstates of the operator $a_{j}^{\dagger} a_{j}$ :

$$
\begin{align*}
& a_{j}^{\dagger} a_{j}\left|n_{j}\right\rangle=n_{j}\left|n_{j}\right\rangle,  \tag{3.9}\\
& \left\langle n_{j} \mid m_{j}\right\rangle=\delta_{n_{j} m j} . \tag{3.10}
\end{align*}
$$

The summations on the right-hand side of (3.7) runs
over all nonnegative integral values of $n_{1}, \cdots, n_{N}$, $m_{1}, \cdots, m_{N}$.

From Eqs. (3.6)-(3.10) we obtain the following expression for the left-hand side of (3.1):

$$
\begin{align*}
& \operatorname{Tr}\left[\rho a_{i_{1}}^{\dagger} \cdots a_{i i_{l}}^{\dagger} a_{i_{1}} \cdots a_{i_{1}}\right] \\
& \quad=\sum_{\left\{n_{j}\right\}}\left[\rho_{\left\{\left(n_{j}\right),\left(n_{j}\right\}\right)}^{N} \prod_{j=1}^{N} n_{j}\left(n_{j}-1\right) \cdots\left(n_{j}-k_{j}+1\right)\right] . \tag{3.11}
\end{align*}
$$

Since the product $n_{j}\left(n_{j}-1\right) \cdots\left(n_{j}-k_{j}+1\right)$ is always nonnegative, it is less than or equal to $n_{j}^{k_{j}}$ (equality holding only if either $n_{j}=0$ or $k_{j}=1$ ). Also since $\rho$ is a nonnegative-definite operator, the diagonal elements $\rho_{\left\{n_{3}\right\},\left\{n_{\}}\right\}}$are all nonnegative numbers. We can therefore write

$$
\begin{align*}
\operatorname{Tr}\left[\rho a_{i_{1}}^{\dagger} \cdots a_{i_{l}}^{\dagger} a_{i l} \cdots a_{i_{l}}\right] & \leq \sum_{\left\{n_{j}\right\}} \rho_{\left\{n_{j}\right\},\left\{n_{j}\right\}} n_{1}^{k_{1}} n_{2}^{k_{2}} \cdots n_{N}^{k_{N}}  \tag{3.12}\\
& \leq \prod_{j=1}^{N}\left\{\sum_{\left.n_{j}\right\}} \rho_{\left\{n_{j}\right\},\left\{n_{j}\right.} n_{j}^{l}\right\}^{k_{j / 2} / l} . \tag{3.13}
\end{align*}
$$

In going from (3.12) to (3.13) we have used the Hölder inequality for positive numbers. ${ }^{3}$ Simultaneous equalities in (3.12) and (3.13) hold only either as trivial identities $(0=0)$, or in the case when $l=1$.

Finally, it is easy to verify that the right-hand side of (3.1) is identical to that of (3.13). Inequality (3.1) and hence also Theorem III is thus proved.

It is of interest to note a few related inequalities. Using the commutation relations (1.5) and the representation (3.7) of the operator $\rho$, one can easily show that for arbitrary positive integral values of $l$,

$$
\begin{equation*}
\operatorname{Tr}\left[\rho a_{i_{1}}^{\dagger} \cdots a_{i_{2}}^{\dagger} a_{i_{1}} \cdots a_{i_{2}}\right] \leq \operatorname{Tr}\left[\rho a_{i_{1}} \cdots a_{i_{l}} a_{i_{1}}^{\dagger} \cdots a_{i_{2}}^{\dagger}\right] \tag{3.14}
\end{equation*}
$$

Further, if $b$ is any linear combination of $a_{1}$, $a_{2}, \cdots, a_{N}$, i.e., if

$$
\begin{equation*}
b=\sum_{i=1}^{N} \alpha_{i} a_{i}, \tag{3.15}
\end{equation*}
$$

where $\alpha_{i}$ are arbitrary complex numbers, we show below that the following inequalities hold:

$$
\begin{align*}
& \operatorname{Tr}\left[\rho b^{\dagger} b^{l}\right] \leq \operatorname{Tr}\left[\rho\left(b^{\dagger} b\right)^{\imath}\right] \leq \operatorname{Tr}\left[\rho\left(b b^{\dagger}\right)^{\imath}\right] \\
& \leq \operatorname{Tr}\left[\rho b^{l} b^{\dagger}\right] . \tag{3.16}
\end{align*}
$$

Here $l$ is an arbitrary positive integer, and $\rho$, as before, is a Hermitian nonnegative-definite operator.

From Eqs. (1.5b) and (3.15) we obtain the relation

$$
\begin{equation*}
\left[b, b^{\dagger}\right]=\lambda \equiv \sum_{i=1}^{N}\left|\alpha_{i}\right|^{2}>0 \tag{3.17}
\end{equation*}
$$

From Eq. (3.17) we find that the eigenvalues of the operator $b^{\dagger} b$ are $0, \lambda, 2 \lambda, \cdots$, and that the relations

$$
\begin{align*}
b^{\dagger} b^{l} & =b^{\dagger} b\left(b^{\dagger} b-\lambda\right) \cdots\left(b^{\dagger} b-l \lambda+\lambda\right)  \tag{3.18}\\
b^{l} b^{\dagger l} & =b b^{\dagger}\left(b b^{\dagger}+\lambda\right) \cdots\left(b b^{\dagger}+l \lambda-\lambda\right)  \tag{3.19}\\
& =\left(b^{\dagger} b+\lambda\right)\left(b^{\dagger} b+2 \lambda\right) \cdots\left(b^{\dagger} b+l \lambda\right) \tag{3.20}
\end{align*}
$$

hold. Relations (3.18)-(3.20) can easily be established by induction. If we now represent $\rho$ in the basis formed by the orthonormalized eigenstates of the operator $b^{\dagger} b$ and also make use of (3.18) and the fact that $\lambda$ is a positive number, we obtain

$$
\begin{align*}
\operatorname{Tr}\left(\rho b^{\dagger} b^{l}\right) & =\sum_{n=l}^{\infty} \rho_{n} \lambda^{l} n(n-1) \cdots(n-l+1) \\
& \leq \sum_{n=0}^{\infty} \rho_{n}(\lambda n)^{l}=\operatorname{Tr}\left[\rho\left(b^{\dagger} b\right)^{l}\right] . \tag{3.21}
\end{align*}
$$

Here $\rho_{n} \geq 0$ is the sum of all the diagonal matrix elements of $\rho$ in the states which are eigenstate of $b^{\dagger} b$, with eigenvalue $n \lambda$. (Note that each of the eigenvalues of $b^{\dagger} b$ is $N$-fold degenerate.) Other inequalities in (3.16) follow in a similar manner from (3.19) and (3.20).

We now propose the following.
Conjecture: Let $b_{1}, b_{2}, \cdots, b_{M}$ be $M$ linearlyindependent linear combinations of the annihilation operators $a_{1}, a_{2}, \cdots, a_{N}$, i.e., let

$$
\begin{equation*}
b_{i}=\sum_{j=1}^{N} T_{i j} a_{j}, \quad i=1,2, \cdots, M, \quad M \leq N \tag{3.22}
\end{equation*}
$$

where $T_{i j}$ are some arbitrary complex numbers. Then inequalities of the form (1.6) and (3.14) also hold for the $b$ operators:

$$
\begin{align*}
\left|\operatorname{Tr}\left(\rho b_{i_{1}}^{\dagger} \cdots b_{i_{m}}^{\dagger} b_{j_{1}} \cdots b_{j_{n}}\right)\right| \leq \prod_{k=1}^{m}\left[\operatorname{Tr}\left\{\rho\left(b_{i_{k}}^{\dagger} b_{i_{k}}\right)^{m}\right]^{1 / 2 m}\right. \\
\times \prod_{l=1}^{n}\left[\operatorname{Tr}\left\{\rho\left(b_{j_{i}}^{\dagger} b_{j_{i}}\right)^{n}\right\}\right]^{1 / 2 n}, \tag{3.23}
\end{align*}
$$

$\operatorname{Tr}\left(\rho b_{i_{1}}^{\dagger} \cdots b_{i_{m}}^{\dagger} b_{i_{1}} \cdots b_{i_{m}}\right)$

$$
\begin{equation*}
\leq \operatorname{Tr}\left(\rho b_{i_{1}} \cdots b_{i_{m}} b_{i_{1}}^{\dagger} \cdots b_{i_{m}}^{\dagger}\right) \tag{3.24}
\end{equation*}
$$

In Eq. (3.23), it is again sufficient to consider only the case when $m=n$ and $i_{1}=j_{1}, i_{2}=j_{2}, \cdots, i_{m}=j_{m}$.

We prove Eq. (3.23) below in a special case when the transformation matrix $T$ is such that $T T^{\dagger}$ is diagonal, i.e., when

$$
\begin{equation*}
\left(T T^{\dagger}\right)_{i j}=\Lambda_{i} \delta_{i j} ; \quad i, j=1,2, \cdots, M \tag{3.25}
\end{equation*}
$$

( $\Lambda_{i}$ are nonnegative numbers). Proof of (3.24) in this special case is similar.

Let us introduce a set of operators $c_{1}, c_{2}, \cdots, c_{M}$, defined by

$$
\begin{equation*}
c_{i}=\Lambda_{i}^{-\frac{1}{2}} b_{i} \quad \text { (no summation over } i \text { ). } \tag{3.26}
\end{equation*}
$$

From (1.5), (3.22), (3.25), and (3.26) it follows that these operators satisfy the commutation relations

$$
\begin{align*}
& {\left[c_{i}, c_{j}\right]=0,}  \tag{3.27a}\\
& {\left[c_{i}, c_{j}^{\dagger}\right]=\delta_{i j}} \tag{3.27b}
\end{align*}
$$

These relations are identical to those satisfied by the $a$ operators [Eqs. (1.5)]. If we employ an argument similar to that used in proving Theorem III, we find that

$$
\begin{align*}
& \operatorname{Tr}\left(\rho c_{i_{1}}^{\dagger} \cdots c_{i_{m}}^{\dagger} c_{i_{1}} \cdots c_{j_{n}}\right) \mid \\
& \quad \leq \prod_{k=1}^{m}\left[\operatorname{Tr}\left\{\rho\left(c_{i_{k}}^{\dagger} c_{i_{k}}\right)^{m}\right\}\right]^{1 / 2 m} \prod_{l=1}^{n}\left[\operatorname{Tr}\left\{\rho\left(c_{i_{l}}^{\dagger} c_{j_{l}}\right)^{n}\right\}\right]^{1 / 2 n} . \tag{3.28}
\end{align*}
$$

On substituting for $c_{i}$ 's from (3.26) in (3.28), we obtain the required result (3.23).

## 4. SOME APPLICATIONS TO CORRELATION FUNCTIONS OF THE QUANTIZED ELECTROMAGNETIC FIELD

The inequalities stated in Sec. 3 find applications in the coherence theory of the electromagnetic field. If $A(x)$ denotes the operator corresponding to the field variable (e.g., a typical Cartesian component of either the electric field, the magnetic field, or the vector potential operator) at the space-time point $x \equiv \mathbf{r}, t$ of quantized electromagnetic field, we can write

$$
\begin{equation*}
A(x)=A^{(+)}(x)+A^{(-)}(x) \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
A^{(+)}(x)=\left\{A^{(-)}(x)\right\}^{\dagger}=\sum u_{\lambda}(x) a_{2} \tag{4.2}
\end{equation*}
$$

$u_{\lambda}(x)$ are the mode expansion functions and $a_{\lambda}$ are the corresponding annihilation operators, with

$$
\begin{equation*}
\left[a_{\lambda}, a_{\lambda^{\prime}}\right]=0, \quad\left[a_{\lambda}, a_{\lambda^{\prime}}^{\dagger}\right]=\delta_{\lambda \lambda^{\prime}} \tag{4.3}
\end{equation*}
$$

It is now obvious from (3.16) that for an arbitrary nonnegative integer $n$, the relations

$$
\begin{align*}
\left\langle:\left\{A^{(-)}(x) A^{(+)}(x)\right\}^{n}:\right\rangle & \leq\left\langle\left\{A^{(-)}(x) A^{(+)}(x)\right\}^{n}\right\rangle \\
& \leq\left\langle\left\{A^{(+)}(x) A^{(-)}(x)\right\}^{n}\right\rangle \\
& \left.\leq\left\langle "\left\{A^{(-)}(x) A^{(+)}(x)\right\}^{n}\right\rangle\right\rangle \tag{4.4}
\end{align*}
$$

hold. Here : : denotes the normal ordering operation, " " denotes the antinormal ordering operation, and the sharp brackets denote the quantum expectation values, i.e., if the statistical state of the field is described by the density operator $\rho$, then $\langle 0\rangle \equiv \operatorname{Tr} \rho 0$.
If the conjecture stated above [inequalities (3.23) and (3.24)] is true, we have in addition the following inequalities ${ }^{7}$ valid for arbitrary space-time points $x_{1}, \cdots, x_{m}, x_{1}^{\prime}, \cdots, x_{n}^{\prime}$, and for arbitrary positive

[^40]integral values of $m$ and $n$ :
\[

$$
\begin{align*}
& \mid\left\langle A^{(-)}\left(x_{1}\right) \cdots\right.\left.A^{(-)}\left(x_{m}\right) A^{(+)}\left(x_{1}^{\prime}\right) \cdots A^{(+)}\left(x_{n}\right)\right\rangle \mid \\
& \leq \prod_{k=1}^{m}\langle \left.\left\langle A^{(-)}\left(x_{k}\right) A^{(+)}\left(x_{k}\right)\right]^{m}\right\rangle^{1 / 2 m} \\
& \quad \times \prod_{l=1}^{n}\left\langle\left[A^{(-)}\left(x_{l}^{\prime}\right) A^{(+)}\left(x_{l}^{\prime}\right)\right]^{n}\right\rangle^{1 / 2 n}, \quad(4.5)  \tag{4.5}\\
&\left\langle A^{(-)}\left(x_{1}\right) \cdots A^{(-)}\left(x_{m}\right) A^{(+)}\left(x_{1}\right) \cdots A^{(+)}\left(x_{m}\right)\right\rangle \\
& \leq\left\langle A^{(+)}\left(x_{1}\right) \cdots A^{(+)}\left(x_{m}\right) A^{(-)}\left(x_{1}\right) \cdots A^{(-)}\left(x_{m}\right)\right\rangle . \tag{4.6}
\end{align*}
$$
\]

It is to be noted that

$$
\left\langle A^{(-)}\left(x_{1}\right) \cdots A^{(-)}\left(x_{m}\right) A^{(+)}\left(x_{1}^{\prime}\right) \cdots A^{(+)}\left(x_{n}^{\prime}\right)\right\rangle
$$

is the ( $m, n$ )th-order coherence function, ${ }^{8}$ and $\left\langle:\left\{A^{(-)}(x) A^{(+)}(x)\right\}^{n}:\right\rangle,\left\langle\left\{A^{(-)}(x) A^{(+)}(x)\right\}^{n}\right\rangle$, and ${ }^{\prime \prime}\left\{A^{(-)}\right.$ $\left.(x) A^{(+)}(x)\right\}^{n ">}$ are, respectively, proportional to the $n$th normally ordered correlation of the intensity, $n$th moment of the intensity, and $n$th antinormally ordered correlation of the intensity at the space-time point $x .{ }^{9}$

We conclude this paper by stating two more inequalities, which in slightly different forms, have been proved elsewhere. ${ }^{10}$

Let $b_{1}, b_{2}, \cdots, b_{M}$ be $M$ linearly independent linear combinations of $a_{1}, a_{2}, \cdots, a_{N}$ as in (3.22), and let $\rho$ be a Hermitian nonnegative-definite operator. Then the inequality

$$
\begin{align*}
& \qquad \begin{aligned}
\mid \operatorname{Tr}\left(\rho b_{i_{1}} \cdots b_{i_{m}}\right. & \left.b_{j_{1}}^{\dagger} \cdots b_{i_{n}}^{\dagger}\right) \mid \\
& \leq \prod_{k}\left[\operatorname{Tr}\left\{\rho b_{i_{k}}^{m} b_{i_{k}}^{\dagger m}\right\}\right]^{1 / 2 m} \\
& \times \prod_{l=1}^{n}\left[\operatorname{Tr}\left\{\rho b_{j_{l}}^{n} b_{i_{l}}^{\dagger n}\right\}\right]^{1 / 2 n}
\end{aligned}
\end{align*}
$$

Let us express the operator $\rho$ in a diagonal coherent state representation ${ }^{11}$

$$
\begin{equation*}
\rho=\int \phi(\{v\})|\{v\}\rangle\langle\{v\}| d^{2}\{v\} . \tag{4.8}
\end{equation*}
$$

If the functional $\phi(\{v\})$ is nonnegative and well behaved everywhere, then the inequality

$$
\begin{align*}
& \begin{aligned}
\mid \operatorname{Tr}\left(\rho b_{i_{1}}^{\dagger} \cdots b_{i_{m}}^{\dagger} b_{j_{1}} \cdots\right. & \left.b_{j_{n}}\right) \mid \\
\leq & \prod_{k=1}^{m}\left[\operatorname{Tr}\left\{\rho b_{i_{k}}^{\dagger m} b_{i_{k}}^{m}\right\}\right]^{1 / 2 m} \\
& \times \prod_{l=1}^{n}\left[\operatorname{Tr}\left\{\rho b_{i_{l}}^{\dagger n} b_{j_{l}}^{n}\right\}\right\}^{1 / 2 n}
\end{aligned} \\
& \text { also holds. }
\end{align*}
$$
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#### Abstract

The stability of a system of charged point particles is proved under the assumption that all negatively charged particles are fermions. A lower bound on the energy is found to be $-A q^{3} N m e^{4} h^{-2}$, where $q$ is the number of distinct negative species, $N$ the total number of negative particles, $m$ an upper bound for their mass, $e$ an upper bound for the absolute value of the charge on both negative and positive particles, and $A$ is a numerical constant.


## 1. INTRODUCTION

In a previous paper ${ }^{1}$ we presented an analysis of the stability problem of matter, a problem posed by Fisher and Ruelle. ${ }^{2}$ The mathematical model for "matter" is a system of point particles, finite in number, obeying the laws of nonrelativistic quantum mechanics, and interacting with each other solely by electrostatic (Coulomb) forces. We use the word "stability" to mean that there exists a lower bound for the energy per particle which is independent of the state of the system and of its size. In I we proved stability under the hypothesis that all particles, both positive and negative, are fermions belonging to some fixed number of different species, and that all masses, as well as all charges, have common bounds. Under these conditions we found ${ }^{3}$

$$
\begin{equation*}
E>-A q^{\frac{q}{2}} N \mathrm{Ry}, \tag{1.1}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathrm{Ry}=m e^{4} / 2 \hbar^{2} . \tag{1.2}
\end{equation*}
$$

Here $E$ is the energy, $N$ the total number of particles, $q$ the number of species, $m$ the upper bound on the masses, $e$ the upper bound on the absolute value of the charges, and $A$ is a numerical constant. We have also stated $^{4}$ but not proved that (1.1) holds under much weaker assumptions. In the present paper we give the detailed proof of this theorem.

The hypotheses we adopt are as follows:
(a) All negatively charged particles are fermions. Their total number is $N$, and they belong to no more than $q$ distinct species. Their masses do not exceed $m$, and their charges do not exceed $e$ in absolute value.

[^42](b) The number and kind of positively charged particles is arbitrary. They may be bosons or fermions, or they may all belong to different species. Their masses, too, are arbitrary. However, their charges are bounded from above by $e{ }^{5}$

Theorem 5 asserts that under hypotheses (a) and (b) the inequality (1.1) still holds.

Our hypotheses are just those which apply to physics. The assumption that there be no bosons with both signs of charge is essential. That a system with an indefinitely large number of positive and negative bosons is unstable was recently shown by one of us. ${ }^{6}$

Unfortunately, our proof of Theorem 5 is lengthy and complicated. It is constructive in the sense that not only is the existence of the constant $A$ in (1.1) shown, but a definite numerical value for it is obtained. Nevertheless, the result is scarcely better than an existence theorem because we find $A=1.3 \times 10^{14}$, whereas it is clear from physics that a good value must be of the order of unity. This lack of precision is inherent in our method, which depends on successive use of many inequalities. Each of these is relatively good by itself, yet their total effect is to build up large constants by repeatedly multiplying small ones. We have not been careful to find the best $A$ allowed by our machinery, since in any case, the result would remain absurdly large. It is likely that any significant improvement will come from a stability proof which, at least in part, depends on new ideas.

Another outstanding unsolved problem is the one posed by Fisher and Ruelle, ${ }^{2}$ namely to prove the existence of thermodynamic quantities for the Coulomb system in the usual bulk limit of statistical mechanics. It is a simple consequence of our Theorem

[^43]5 that the free energy $F_{N}(v, T)$ of a system of $N$ point charges in a volume No at temperature $T$ satisfies an inequality

$$
\begin{equation*}
F_{N}(v, T)>-N f(v, T), \tag{1.3}
\end{equation*}
$$

where $f$ is independent of $N$. This is a necessary but not sufficient ${ }^{6(\mathrm{a}}$ condition for the existence of

$$
\lim \left[F_{N}(v, T) / N\right] \quad \text { as } N \rightarrow \infty .
$$

## 2. THE PLAN OF ATTACK

In Theorem 9 of Paper I we have a result which almost solves the stability problem. Theorem 9 states that a system of negative fermions in an arbitrary continuous distribution of classical charge, with the self-energy of the classical charge included in the total energy, is stable. We want to prove that the fermions remain stable in an arbitrary distribution of positive classical point charges, with the mutual interactions of the positive charges included, but with their individual self-energies excluded. Our whole task consists in sharpening Theorem 9 so as to deal with this apparently trivial detail of the positive particle self-energies. Unfortunately, we have not found a way to sharpen the theorem directly for a manyfermion system.

Our plan of attack is based on the fact that we succeeded in sharpening Theorem 9 only for one negative particle at a time. We are consequently driven to an elaborate and unphysical scheme of chopping up our space into cells, each containing one negative particle (cf. Sec. 4). We then prove a sharpened form of Theorem 9 for each cell separately, with its one negative and an arbitrary number of positive particles [Eq. (5.29)]. Finally, we reassemble the fragments and show that stability in the individual cells implies stability for the whole space (cf. Sec. 5).

To make this complicated argument clearer, we carry it through in this section for the case in which there is only one negative particle in the whole space. In this case there is no need to chop the space into cells, and still the argument is not quite trivial. The results of this section will not be used in the main argument which follows, but they may have some independent interest.

When there is only one negative particle, Theorem 9 may be stated as follows (the numbering of theorems and lemmas runs consecutively from Paper 1 ).

[^44]Theorem 10: Let a single nonrelativistic quantummechanical particle with mass $m$ and charge ( $-e$ ) be placed in an arbitrary classical electrostatic potential. Then the total energy $E$, including the self-energy of the classical charge distribution, satisfies the inequality

$$
\begin{equation*}
E \geq-\frac{1}{4} \mathrm{Ry}=-\left(m e^{4} / 8 \hbar^{2}\right) \tag{2.1}
\end{equation*}
$$

To prove Theorem 10, observe that the proof of Theorem 9 in 1 demonstrated that

$$
\begin{equation*}
E \geq \frac{1}{2} E_{2}, \tag{2.2}
\end{equation*}
$$

where $E_{2}$ is the energy of a system consisting of a pair of charges $(-e)$ and $(+e)$ with no external potential. Here $E_{2}$ is just the energy of a positronium atom, which is never less than the ground-state energy [ $-\frac{1}{2} \mathrm{Ry}$ ].

Written out in explicit analytic form, the statement (2.1) becomes

$$
\begin{align*}
&\left(\hbar^{2} / 2 m\right) \int|\nabla \psi(\mathbf{r})|^{2} d^{3} r-e \int U(\mathbf{r})|\psi(\mathbf{r})|^{2} d^{3} r \\
&+\left[(1 / 8 \pi) \int|\nabla U(\mathbf{r})|^{2} d^{3} r\right. \\
&\left.+\left(m e^{4} / 8 \hbar^{2}\right)\right] \int|\psi(\mathbf{r})|^{2} d^{3} r \geq 0 \tag{2.3}
\end{align*}
$$

where $\psi(\mathbf{r})$ is the wavefunction and $U(\mathbf{r})$ is the potential. Since $e$ and $m$ are arbitrary parameters, Eq. (2:3) is equivalent to the following inequality.

Theorem 11: Let $U(\mathbf{r})$ be any real differentiable function and $\psi(\mathbf{r})$ any complex differentiable function. Then

$$
\begin{align*}
& \left.\left|\int U(\mathbf{r})\right| \psi(\mathbf{r})\right|^{2} d^{3} r \left\lvert\, \leq\left[(1 / 4 \pi) \int|\nabla U(\mathbf{r})|^{2} d^{3} r\right]^{\frac{1}{2}}\right. \\
& \times\left[\int|\nabla \psi(\mathbf{r})|^{2} d^{3} r\right]^{\frac{1}{4}}\left[\int|\psi(\mathbf{r})|^{2} d^{3} r\right]^{\frac{3}{2}} \tag{2.4}
\end{align*}
$$

provided that the integrals on the right side converge.
This inequality, which does not appear in the standard textbooks, is the basic tool for our work. The constant $(1 / 4 \pi)$ is not the best possible. In our proof of the main stability theorem we shall need a version of the same inequality (Lemma 9 of Sec. 6) with the integrals confined to a cell instead of extending over all space. The reader can see, by comparing the above one-paragraph proof of Theorem 11 with the bruteforce proof of Lemma 9 in Sec. 7, how great is the price we have paid for chopping up the space.

We continue with a statement of the main stability Theorem 5 for the case of a single negative particle.

Theorem 12: Let a single quantum-mechanical particle of mass $m$ and charge ( $-e$ ) interact with an
arbitrary number of fixed classical charges of magnitude $(+Z e)$. The total energy is

$$
\begin{equation*}
E=\left(\hbar^{2} / 2 m\right) t-Z e^{2} u+Z^{2} e^{2} q, \tag{2.5}
\end{equation*}
$$

with

$$
\begin{align*}
t & =\int|\nabla \psi|^{2} d^{3} r,  \tag{2.6}\\
u & =\int u(\mathbf{r})|\psi|^{2} d^{3} r,  \tag{2.7}\\
u(\mathbf{r}) & =\sum_{k} \frac{1}{\left|\mathbf{r}-\mathbf{r}_{k}^{\prime}\right|},  \tag{2.8}\\
q & =\sum_{j<k} \sum_{k} \frac{1}{\left|\mathbf{r}_{j}^{\prime}-\mathbf{r}_{k}^{\prime}\right|}, \tag{2.9}
\end{align*}
$$

the $r_{j}^{\prime}$ being the positions of the fixed charges. Then

$$
\begin{equation*}
E>-\left(Z+\frac{27}{8}\right)^{2} \text { Ry. } \tag{2.10}
\end{equation*}
$$

We prove Theorem 12 by applying Theorem 11 to a truncated form of the potential $u(\mathbf{r})$. Let $2 \rho_{k}$ be the distance from $\mathbf{r}_{k}^{\prime}$ to its nearest neighbor among the $\mathbf{r}_{j}^{\prime}(j \neq k)$ (we assume that there are at least two positive particles, since the theorem! is manifestly true for one), and let $S_{k}$ be the sphere of radius $\rho_{k}$ with center $\mathbf{r}_{k}^{\prime}$, so that $S_{1}, S_{2}, \cdots$ do not intersect. Let

$$
\begin{equation*}
U(\mathbf{r})=\sum_{k} \min \left\{\frac{1}{\left|\mathbf{r}-\mathbf{r}_{k}^{\prime}\right|}, \frac{1}{\rho_{k}}\right\} . \tag{2.11}
\end{equation*}
$$

$U(\mathbf{r})$ is the potential produced by unit positive charges distributed uniformly over the surfaces of the spheres $S_{k}$. We write

$$
u_{1}(\mathbf{r})=u(\mathbf{r})-U(\mathbf{r})=\left\{\begin{array}{c}
\frac{1}{\left|\mathbf{r}-\mathbf{r}_{k}^{\prime}\right|}-\frac{1}{\rho_{k}}\left(\mathbf{r} \text { in } S_{k}\right)  \tag{2.12}\\
0
\end{array}\right. \text { (otherwise). }
$$

Since each distance $2 \rho_{k}$ occurs at least once but no more than twice among the $\left|\mathbf{r}_{j}^{\prime}-\mathbf{r}_{k}^{\prime}\right|$, we have

$$
\begin{equation*}
\sum_{k} \frac{1}{\rho_{k}} \leq 4 q, \tag{2.13}
\end{equation*}
$$

and, therefore,

$$
\begin{equation*}
\frac{1}{8 \pi} \int|\nabla U(\mathbf{r})|^{2} d^{3} r=q+\sum_{k} \frac{1}{2 \rho_{k}} \leq 3 q . \tag{2.14}
\end{equation*}
$$

Next, we apply Lemma 2 of I to integrals extended over the interiors of the spheres $S_{k}$,

$$
\begin{align*}
& \int_{S_{k}} u_{1}|\psi|^{2} d^{3} r \\
& \leq \frac{\lambda}{4} \int_{S_{k}}|\nabla \psi|^{2} d^{3} r+\left(\frac{1}{\lambda}+\frac{1}{2 \rho_{k}}\right) \int_{S_{k}}|\psi|^{2} d^{3} r \\
& \leq \frac{\lambda}{4} \int_{S_{k}}|\nabla \psi|^{2} d^{3} r+\int_{S_{k}}\left(\frac{1}{\lambda}+\frac{1}{2} U\right)|\psi|^{2} d^{3} r, \tag{2.15}
\end{align*}
$$

where $\lambda$ is an arbitrary positive parameter. Summing Eq. (2.15) over the $S_{k}$ we find

$$
\begin{equation*}
u \leq \frac{\lambda}{4} t+\frac{1}{\lambda}+\frac{3}{2} \int U|\psi|^{2} d^{3} r \tag{2.16}
\end{equation*}
$$

provided $\psi$ is normalized to 1 . By Theorem 11 and Eq. (2.14), this implies

$$
\begin{equation*}
u \leq t^{\frac{1}{2}}+\frac{3}{2}(6 q)^{\frac{1}{2} t} t^{\frac{1}{2}} . \tag{2.17}
\end{equation*}
$$

Finally, Eq. (2.5) gives

$$
\begin{align*}
E & \geq \frac{\hbar^{2}}{2 m} t-Z e^{2} t^{\frac{1}{2}}-\frac{3}{2} Z e^{2}(6 q)^{\frac{1}{2}} t^{\frac{1}{2}}+Z^{2} e^{2} q \\
& \geq \frac{\hbar^{2}}{2 m} t-Z e^{2} t^{\frac{1}{2}}-\frac{27}{8} e^{2} t^{\frac{1}{2}} \\
& \geq-\left(Z+\frac{27}{8}\right)^{2} \frac{e^{4} m}{2 \hbar^{2}} . \tag{2.18}
\end{align*}
$$

This completes the proof of Theorem 12.
The argument in Sec. 6 is analogous, and differs in detail only in that all integrals are there extended over a cube instead of over all space.
Theorem 12 goes beyond Theorem 5 in one respect, namely by allowing the negative and positive charges to be different. In addition, Theorem 12 is asymptotically exact as $Z$ becomes very large, though for $Z$ small it is numerically poor. We conjecture that a similarly strengthened version of Theorem 5 holds, namely the inequality

$$
\begin{equation*}
E>-\left(Z+A q^{\frac{1}{2}}\right)^{2} N \mathrm{Ry} \tag{2.19}
\end{equation*}
$$

for the energy $E$ of $N$ negative fermions of charge $-e$ in the field of positive point charges $Z e$, the other symbols having the same meanings as in Theorem 5. As we now have it, Theorem 5 has a factor $Z^{4}$ on the right hand side, ${ }^{5}$ a result which is obviously too weak for large $Z$. In trying to prove Eq. (2.19) we encountered technical difficulties. This remains a problem for the future.

## 3. PRELIMINARY SIMPLIFICATIONS

At this point the formal proof of Theorem 5 begins.
We assume that the state of the system is given by a wavefunction

$$
\begin{equation*}
\psi=\psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots, \mathbf{r}_{N}, \mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}^{\prime}, \cdots, \mathbf{r}_{N^{\prime}}^{\prime}\right), \tag{3.1}
\end{equation*}
$$

which is smooth in all variables and tends to zero sufficiently fast at infinity. The $\mathbf{r}_{j}$ and the $\mathbf{r}_{k}^{\prime}$ are position coordinates of the $N$ negative and $N^{\prime}$ positive particles. We write

$$
\begin{align*}
& \Omega=\int d \tau^{\prime} \int d \tau|\psi|^{2} \\
& d \tau=\prod_{j=1}^{N} d^{3} r_{j}, \quad d \tau^{\prime}=\prod_{k=1}^{N^{\prime}} d^{3} r_{k}^{\prime} \tag{3.2}
\end{align*}
$$

and for reasons which will become evident below prefer not to set $\Omega=1$ but leave the normalization arbitrary.

The total energy is

$$
\begin{align*}
E & =(T+W) / \Omega \\
& =\left(T_{+}+T_{-}+W_{++}+W_{+-}+W_{--}\right) / \Omega \tag{3.3}
\end{align*}
$$

Here

$$
\begin{align*}
T_{+} & =\sum_{k=1}^{N^{\prime}} \frac{\hbar^{2}}{2 m_{k}^{\prime}} \int d \tau^{\prime} \int d \tau\left|\nabla_{k}^{\prime} \psi\right|^{2},  \tag{3.4}\\
T_{-} & =\sum_{j=1}^{N} \frac{\hbar^{2}}{2 m_{j}} \int d \tau^{\prime} \int d \tau\left|\nabla_{j} \psi\right|^{2},  \tag{3.5}\\
W_{++} & =\sum_{1 \leq k<l \leq N^{\prime}} \sum_{k} e_{k}^{\prime} e_{i}^{\prime} \int d \tau^{\prime} \int d \tau \frac{|\psi|^{2}}{\left|\mathbf{r}_{k}^{\prime}-\mathbf{r}_{l}^{\prime}\right|},  \tag{3.6}\\
W_{+-} & =\sum_{j=1}^{N} \sum_{k=1}^{N^{\prime}} e_{j} e_{k}^{\prime} \int d \tau^{\prime} \int d \tau \frac{|\psi|^{2}}{\left|\mathbf{r}_{j}-\mathbf{r}_{k}^{\prime}\right|},  \tag{3.7}\\
W_{--} & =\sum_{1 \leq j<i \leq N} \sum_{i \leq N} e_{j} e_{i} \int d \tau^{\prime} \int d \tau \frac{|\psi|^{2}}{\left|\mathbf{r}_{j}-\mathbf{r}_{i}\right|} \tag{3.8}
\end{align*}
$$

The charges and masses are subject to the inequalities

$$
\begin{align*}
-e \leq e_{j} \leq 0 & (1 \leq j \leq N) \\
0 \leq e_{k}^{\prime} \leq e & \left(1 \leq k \leq N^{\prime}\right) \tag{3.9}
\end{align*}
$$

and

$$
\begin{equation*}
0<m_{j} \leq m \quad(1 \leq j \leq N) \tag{3.10}
\end{equation*}
$$

The inequality which we want to prove is

$$
\begin{equation*}
T+W>-A q^{\frac{2}{3}} N \Omega \mathrm{Ry} \tag{3.11}
\end{equation*}
$$

Our first remark is that it is both necessary and sufficient to prove

$$
\begin{equation*}
T_{-}+W>-A q^{\frac{2}{3}} N \Omega \mathrm{Ry} \tag{3.12}
\end{equation*}
$$

Necessary, because $T_{+}$can be made arbitrarily small by choosing the $m_{k}^{\prime}$ large enough and the $m_{k}^{\prime}$ do not enter the right-hand side of (3.11). Clearly sufficient also, since $T_{+}>0$. Furthermore, to prove (3.12), it is both necessary and sufficient to prove

$$
\begin{equation*}
T_{-}\left(\mathbf{r}^{\prime}\right)+W\left(\mathbf{r}^{\prime}\right)>-A q^{\frac{2}{3}} N \Omega\left(\mathbf{r}^{\prime}\right) \mathrm{Ry} \tag{3.13}
\end{equation*}
$$

where, for instance,

$$
\begin{equation*}
\Omega\left(\mathbf{r}^{\prime}\right)=\Omega\left(\mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}^{\prime}, \cdots, \mathbf{r}_{N^{\prime}}^{\prime}\right)=\int d \tau|\psi|^{2} \tag{3.14}
\end{equation*}
$$

and $T_{-}\left(\mathbf{r}^{\prime}\right), W\left(\mathbf{r}^{\prime}\right)$ are defined similarly. It is necessary because in the absence of $T_{+}$we may choose a wavefunction whose support in the $\mathbf{r}_{k}^{\prime}$ variables is entirely near some arbitrarily chosen points. Sufficient also, because Eq. (3.12) follows from Eq. (3.13) by integration over the $N^{\prime}$ variable points $\mathbf{r}_{k}^{\prime}$. The quantity

$$
\begin{equation*}
E\left(\mathbf{r}^{\prime}\right)=\left[T_{-}\left(\mathbf{r}^{\prime}\right)+W\left(\mathbf{r}^{\prime}\right)\right] / \Omega\left(\mathbf{r}^{\prime}\right) \tag{3.15}
\end{equation*}
$$

is just the energy of the $N$ negative fermions in the field of $N^{\prime}$ positive point charges fixed at the points $\mathbf{r}_{k}^{\prime}$, this energy including the contribution

$$
\begin{equation*}
W_{++}\left(\mathbf{r}^{\prime}\right) / \Omega\left(\mathbf{r}^{\prime}\right)=\sum_{1 \leq k<l \leq N^{\prime}} \sum_{\left|\mathbf{r}_{k}^{\prime}-\mathbf{r}_{l}^{\prime}\right|} \frac{e_{k}^{\prime} e_{l}^{\prime}}{} \tag{3.16}
\end{equation*}
$$

which is a fixed "classical" quantity independent of the wavefunction. We keep this interpretation in mind and revert to the simpler notation of writing $\Omega, T, W$ instead of $\Omega\left(\mathbf{r}^{\prime}\right), T_{-}\left(\mathbf{r}^{\prime}\right), W\left(\mathbf{r}^{\prime}\right)$. The wavefunction $\psi$ is thought of as depending on the $\mathbf{r}_{j}$ only, and all integrals are over these $N$ position variables, while the $\mathbf{r}_{k}^{\prime}$ are regarded as arbitrary but fixed parameters.

Since $T_{-}$is minimized by choosing the masses $m_{j}$ as large as possible, it is no restriction if we replace Eq. (3.10) by

$$
\begin{equation*}
m_{j}=m \quad(1 \leq j \leq N) . \tag{3.17}
\end{equation*}
$$

We now take a fixed $\psi$ and consider the dependence of the energy on the charges $e_{j}$ and $e_{k}^{\prime}$. The Coulomb energy $W$, when regarded as a function of a single charge, is a linear function. Suppose that $W$ assumes its minimum value $\hat{W}$ in the $\left(N+N^{\prime}\right)$-dimensional cube Eq. (3.9) at some point ( $\hat{e}_{1}, \hat{e}_{2}, \cdots, \hat{e}_{N^{\prime}}^{\prime}$ ). Suppose $j$ is such that $-e<\hat{e}_{j}<0$. A linear function can possess a minimum in the inside of an interval only if, in fact, it is a constant. Thus we still get $W=$ $\hat{W}$ if we replace $\hat{e}_{j}$ by one of the values 0 or $-e$. This argument shows that the minimum of $W$ in the cube (3.9) is assumed at some vertex of this cube. At such a vertex a certain number of the charges vanish. If we omit the corresponding terms from the kinetic energy $T$ the energy is further diminished. Thus we may write

$$
\begin{equation*}
T+W \geq \int d \tau_{\mathbf{1}}\left(T_{1}+W_{1}\right) \tag{3.18}
\end{equation*}
$$

where $d \tau_{1}=\Pi_{j} d^{3} r_{j}$ over those $j$ for which the minimization of $W$ yielded $e_{j}=0$, and the subscript 1 signifies the replacement of all remaining $e_{j}$ by $-e$ and $e_{k}^{\prime}$ by $e$, as well as the omission of the unwanted kinetic-energy terms (if any). The integrations defining $T_{1}$ and $W_{1}$ are only over the $N_{1}(\leq N)$ variables $\mathbf{r}_{j}$ which actually enter the Coulomb energy. Now

$$
\begin{equation*}
\Omega=\int d \tau_{1} \Omega_{1} \tag{3.19}
\end{equation*}
$$

so that it is sufficient to prove

$$
\begin{equation*}
T_{1}+W_{1}>-A q^{\frac{2}{3}} N_{1} \Omega_{1} \mathrm{Ry} \tag{3.20}
\end{equation*}
$$

and then Eq. (3.11) follows from Eqs. (3.20) and (3.18) by integration over the "remaining" variables. But Eq. (3.20) is an inequality of the precise form (3.11); only the charges have all been taken with
their maximum allowed absolute value. This shows that it is no restriction of our original hypotheses if we replace the inequalities (3.9) by

$$
\begin{array}{ll}
e_{j}=-e & (1 \leq j \leq N) \\
e_{k}^{\prime}=e & \left(1 \leq k \leq N^{\prime}\right) \tag{3.21}
\end{array}
$$

from the beginning.
Once this is done, it is natural to adopt a system of atomic units ${ }^{7}$ such that $e=1$ and $\hbar^{2} / 2 m=1$. In these units $\mathrm{Ry}=\frac{1}{4}$.

## 4. CONFIGURATIONAL DOMAINS WITH UNIFORM NEAREST-NEIGHBOR SEPARATION

In this section we construct certain domains $S$ in the $3 N$-dimensional configuration space ( $3 N$-space, for short). A point ( $\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots, \mathbf{r}_{N}$ ) in $3 N$-space will be abbreviated as (r). The $\mathbf{r}_{j}$ are the components of (r).

For any point (r) in $3 N$-space we write

$$
\begin{equation*}
\boldsymbol{R}_{j}=\min _{\substack{1 \leq i \leq N \\ i \neq j}}\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right| \quad(j=1,2, \cdots, N) \tag{4.1}
\end{equation*}
$$

$R_{j}$ is the distance between the component $r_{j}$ and its "nearest neighbor" among the other components.

Let $S$ be an $N$-fold direct product of 3-dimensional cubes. This means that ( $\mathbf{r}$ ) is in $S$ if and only if $\mathbf{r}_{j}$ is in $C_{j}(j=1,2, \cdots, N)$, where the $C_{j}$ are cubes in 3-space. We use the letter $S$ always to denote such a domain, and write $L_{j}=L_{j}(S)$ for the length of the edges of $C_{j}$. Suppose then that we have a collection $\{S\}$ of such domains $S$. We shall say that the $S$ in the collection have uniform nearest-neighbor separation if there are two positive constants $\alpha$ and $\alpha^{\prime}>\alpha$ such that, given any $S$ in the collection, and any ( $\mathbf{r}$ ) in $S$, we have

$$
\begin{equation*}
\alpha L_{j} \leq R_{j}<\alpha^{\prime} L_{j} \quad(j=1,2, \cdots, N) \tag{4.2}
\end{equation*}
$$

This condition means, roughly speaking, that if we pick any cube $C_{j}$ among those defining $S$, and then pick its nearest neighbor $C_{i}$, the distance between $C_{j}$ and $C_{i}$ is of the order of magnitude $L_{j}$, the size of $C_{j}$ itself. The nearest neighbor of a large cube cannot be too close. The nearest neighbor of a small cube cannot be too far.

It is clear that if we have a collection $\{S\}$ of domains with uniform nearest-neighbor separation, then no point ( $\mathbf{r}$ ), some of whose components coincide, can be in any of the $S$. For if $\mathbf{r}_{i}=\mathbf{r}_{j}$ for some $i \neq j$, then $R_{j}=R_{i}=0$ and so the first inequality of Eq. (4.2) cannot hold for $\alpha>0$. We shall make later essential use of a proposition which in some sense is the converse of this.

[^45]Lemma 6: Given any positive constants $\alpha$ and $\alpha^{\prime} \geq 2 \alpha+4 \sqrt{3}$ there exists a countable collection $\{S\}$ of domains $S$ in $3 N$-space having uniform nearestneighbor separation, such that (i) no two $S$ in $\{S\}$ intersect, and (ii) if (r) is any point in 3 N -space with distinct components then ( $r$ ) belongs to one of the $S$ in the collection. That is to say, the whole $3 N$-space, with the exception of the points having some identical components, is partitioned into disjoint domains $S$.

The proof consists of the following steps. We take an arbitrary point ( $\mathbf{r}$ ) in $3 N$-space, with distinct components, and construct a certain uniquely determined domain $S$ which is a direct product of cubes and contains ( $\mathbf{r}$ ). Second, we show that if two such domains contain a single point in common, they are necessarily identical. Third, we show that the resulting collection of disjoint domains $S$ has uniform nearestneighbor separation. Finally, we show that only countably many distinct $S$ arise from our construction.

We use the following notation: If $U$ and $U^{\prime}$ are two sets in 3 -space, we write

$$
\begin{equation*}
d\left\{U, U^{\prime}\right\}=\inf \left|\mathbf{r}-\mathbf{r}^{\prime}\right|, \quad\left(\mathbf{r} \text { in } U, \quad \mathbf{r}^{\prime} \text { in } U^{\prime}\right) \tag{4.3}
\end{equation*}
$$

By a cube in 3-space we mean in the following always a set of those $\mathbf{r}=(x, y, z)$ for which

$$
\begin{align*}
& a \leq x<a+L \\
& b \leq y<b+L  \tag{4.4}\\
& c \leq z<c+L
\end{align*}
$$

for some $a, b, c$, and $L .{ }^{8}$ If $C$ and $C^{\prime}$ are two cubes of edges $L$ and $L^{\prime}$, respectively, we have

$$
\begin{array}{r}
d\left\{C, C^{\prime}\right\} \leq\left|\mathbf{r}-\mathbf{r}^{\prime}\right|<d\left\{C, C^{\prime}\right\}+\sqrt{3}\left(L+L^{\prime}\right) \\
\left(\mathbf{r} \text { in } C, \quad \mathbf{r}^{\prime} \text { in } C^{\prime}\right) . \tag{4.5}
\end{array}
$$

We call a cube $C$ a binary cube if $L=2^{v}$ where $v$ is an integer, and $a, b, c$ are multiples of $L$. Binary cubes of given size $L$ are disjoint and form a cubic lattice in 3 -space so that every point $\mathbf{r}$ belongs to exactly one of them. We denote by $C_{v}(\mathbf{r})$ the binary cube of edge length $L=2^{v}$ which contains $\mathbf{r}$. Binary cubes of different sizes either do not intersect or else the larger one wholly contains the smaller one. The nested sequence $C_{v}(\mathrm{r})(\nu=\cdots,-2,-1,0,1,2, \cdots)$ is uniquely determined by and also uniquely determines $\mathbf{r}$.

Let (r) be some point of $3 N$-space such that

$$
\begin{equation*}
\mathbf{r}_{i} \neq \mathbf{r}_{j} \quad(1 \leq i<j \leq N) \tag{4.6}
\end{equation*}
$$

Let $\alpha$ be a fixed positive number. Let $\mu_{i j}=\mu_{j i}$ be the

[^46]largest integer $v$ for which
\[

$$
\begin{equation*}
d\left\{C_{v}\left(\mathbf{r}_{i}\right), C_{v}\left(\mathbf{r}_{j}\right)\right\} \geq 2^{\nu} \alpha \tag{4.7}
\end{equation*}
$$

\]

holds. Evidently such an integer exists. For if (4.7) is satisfied for some $\nu$ it is satisfied for all smaller $v$. Further, it is not satisfied for large enough $v$, because then $d=0$. On the other hand it is satisfied for small enough $v$, because

$$
\begin{equation*}
\lim _{v \rightarrow-\infty} d\left\{C_{v}\left(\mathbf{r}_{i}\right), C_{v}\left(\mathbf{r}_{j}\right)\right\}=\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|>0 \tag{4.8}
\end{equation*}
$$

by our assumption (4.6). We now put

$$
\begin{equation*}
\lambda_{j}=\min _{\substack{1 \leq i \leq N \\ i \neq j}} \mu_{i j} \tag{4.9}
\end{equation*}
$$

The integers $\mu_{i j}$ and $\lambda_{j}$ are well-defined functions of the point (r).

Let now $S$ be the direct product of the cubes $C_{\lambda_{1}}\left(\mathbf{r}_{1}\right), C_{\lambda_{2}}\left(\mathbf{r}_{2}\right), \cdots, C_{\lambda_{N}}\left(\mathbf{r}_{N}\right)$. Thus ( $\mathbf{r}^{\prime}$ ) is in $S$ if and only if $\mathbf{r}_{j}^{\prime}$ is in $C_{\lambda_{j}}\left(\mathbf{r}_{j}\right)$ for $j=1,2, \cdots, N$. Clearly ( $\mathbf{r}$ ) itself is in $S$. Thus every point ( $\mathbf{r}$ ) in $3 N$-space which has distinct components belongs to a well determined $S$.

We now show that no two distinct $S$ have a point in common. It is sufficient to prove that if $S$ is assigned to the point ( $\mathbf{r}$ ), and ( $\mathbf{r}^{\prime}$ ) is any other point of $S$, then $S^{\prime}$ which is assigned to ( $\mathrm{r}^{\prime}$ ) is identical to $S$. Let then $\left(\mathbf{r}^{\prime}\right)$ be in $S$ so that the $\mathbf{r}_{j}^{\prime}$ are in the $C_{\lambda_{s}}\left(\mathbf{r}_{j}\right)$, respectively. Then $C_{v}\left(\mathbf{r}_{j}^{\prime}\right)=C_{v}\left(\mathbf{r}_{j}\right)$ for all $j$ and all $v \geq \lambda_{j}$ because the binary cubes of increasing size containing a given binary cube are uniquely determined. Moreover, because $\mu_{i j} \geq \lambda_{i}$ and $\mu_{i j} \geq \lambda_{j}$, we have

$$
\left\{\begin{array}{l}
C_{v}\left(\mathbf{r}_{i}^{\prime}\right)=C_{v}\left(\mathbf{r}_{i}\right)  \tag{4.10}\\
C_{v}\left(\mathbf{r}_{j}^{\prime}\right)=C_{v}\left(\mathbf{r}_{j}\right)
\end{array} \text { (for all } v \geq \mu_{i j}\right)
$$

Thus

$$
\begin{equation*}
d\left\{C_{\mu_{i j}}\left(\mathbf{r}_{i}^{\prime}\right), C_{\mu_{i j}}\left(\mathbf{r}_{j}^{\prime}\right)\right\} \geq 2^{\mu_{i j}} \alpha \tag{4.11}
\end{equation*}
$$

but

$$
\begin{equation*}
d\left\{C_{v}\left(\mathbf{r}_{i}^{\prime}\right), C_{v}\left(\mathbf{r}_{j}^{\prime}\right)\right\}<2^{v} \alpha \quad\left(\text { for all } \nu>\mu_{i j}\right) \tag{4.12}
\end{equation*}
$$

by definition of $\mu_{i j}$. But (4.11) and (4.12) show that $\mu_{i j}^{\prime}=\mu_{i j}$ and therefore also $\lambda_{j}^{\prime}=\lambda_{j}$. Finally

$$
\begin{equation*}
C_{\lambda_{i^{\prime}}}\left(\mathbf{r}_{j}^{\prime}\right)=C_{\lambda_{j}}\left(\mathbf{r}_{j}^{\prime}\right)=C_{\lambda_{j}}\left(\mathbf{r}_{j}\right) \tag{4.13}
\end{equation*}
$$

where in the last step we used the fact that $\mathbf{r}_{j}^{\prime}$ is in $C_{\lambda_{j}}\left(\mathbf{r}_{j}\right)$ and that a binary cube of given size containing a point is unique. Thus $S^{\prime}$, which is a direct product of the $C_{\lambda_{j}}\left(\mathbf{r}_{j}^{\prime}\right)$, is identical to $S$.

We next show that all $S$ so constructed have a uniform nearest-neighbor separation. Let (r) be a point of $S$ and let the $\mu_{i j}$ and $\lambda_{j}$ be given as above. We shall verify the inequalities (4.2) with $L_{j}=2^{\lambda_{j}}$. Take any $j$ and then pick an $i$ so that $R_{j}=\left|\mathbf{r}_{j}-\mathbf{r}_{i}\right|$ [cf.

Eq. (4.1) above]. Then

$$
\begin{align*}
R_{j} & =\left|\mathbf{r}_{j}-\mathbf{r}_{i}\right| \geq d\left\{C_{\lambda_{j}}\left(\mathbf{r}_{j}\right), C_{\lambda_{i}}\left(\mathbf{r}_{i}\right)\right\} \\
& \geq d\left\{C_{\mu_{i}}\left(\mathbf{r}_{j}\right), C_{\mu_{i}}\left(\mathbf{r}_{i}\right)\right\} \geq 2^{\mu_{i j} \alpha} \\
& \geq 2^{\lambda_{j} \alpha}=L_{j} \alpha . \tag{4.14}
\end{align*}
$$

This proves the first part of (4.2). Next, take again any $j$ but now pick $i$ so that $\mu_{i j}=\lambda_{j}$ [cf. Eq. (4.9) above]. Then

$$
\begin{align*}
R_{j} & \leq\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right| \leq d\left\{C_{\mu_{i j}+1}\left(\mathbf{r}_{i}\right), C_{\mu_{i j}+1}\left(\mathbf{r}_{j}\right)\right\}+2^{\mu_{i j}+2} \sqrt{3} \\
& <2^{\mu_{i j+}} \alpha+2^{\mu_{i j+}+2} \sqrt{3} \\
= & 2^{\lambda_{j}}(2 \alpha+4 \sqrt{3}) \leq L_{j} \alpha^{\prime} \tag{4.15}
\end{align*}
$$

[The second inequality is (4.5) above.] This proves the second part of (4.2).

Finally, we see easily that in the collection $\{S\}$ there are only countably many distinct $S$. For each $S$ has a positive 3 N -dimensional volume, namely

$$
\begin{equation*}
\int d^{3 N} r=2^{3\left(\lambda_{1}+\lambda_{2}+\cdots+\lambda_{N}\right)} \tag{4.16}
\end{equation*}
$$

Therefore the number of those $S$ which are inside some bounded domain of $3 N$-space, and for which $\lambda_{1}+\lambda_{2}+\cdots+\lambda_{N}$ exceeds some given lower bound, is necessarily finite.

This concludes the proof of Lemma 6.

## 5. REDUCTION TO A ONE-PARTICLE PROBLEM

In accordance with Lemma 6 we choose two positive constants $\alpha$ and $\alpha^{\prime} \geq 2 \alpha+4 \sqrt{3}$ and decompose $3 N$-space into a collection of nonintersecting domains $S$ with uniform nearest-neighbor separation. Since the exceptional points-those that do not belong to any $S$-form a set of measure zero, we can represent any integral over 3 N -space as an infinite sum of integrals, each term giving the contribution of a particular $S$. Thus we write

$$
\begin{equation*}
\Omega=\sum_{S} \Omega(S) \tag{5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega(S)=\int_{S}|\psi|^{2} d \tau \tag{5.2}
\end{equation*}
$$

and we define $T(S), W(S)$ similarly. Integrals over $S$ are of the form

$$
\begin{equation*}
\int_{S} d \tau(\cdots)=\int_{C_{1}} d^{3} r_{1} \int_{C_{2}} d^{3} r_{2} \cdots \int_{C_{N}} d^{3} r_{N}(\cdots) \tag{5.3}
\end{equation*}
$$

where the $C_{j}$ are cubes in 3 -space, their edges being of lengths $L_{j}$, respectively, and such that for any $\mathbf{r}_{1}$ in $C_{1}, \mathbf{r}_{2}$ in $C_{2}, \cdots, \mathbf{r}_{N}$ in $C_{N}$ the inequalities (4.2) hold. ${ }^{9}$

[^47]We now have the following.
Theorem 13: For an appropriate choice of $\alpha$ in Lemma 6, there are two constants $A_{1}$ and $A_{2}$ such that for all $S$,

$$
\begin{equation*}
T(S)+W(S) \geq-\left(A_{1} N+A_{2} \sum_{j=1}^{N} \frac{1}{L_{j}}\right) \Omega(S) \tag{5.4}
\end{equation*}
$$

Before proving this theorem, we show that by combining it with the results of our first paper we can deduce Theorem 5 from it.

Indeed, from (4.2) we obtain

$$
\begin{equation*}
\frac{1}{L_{j}} \Omega(S) \leq \alpha^{\prime} \int_{S} d \tau \frac{|\psi|^{2}}{R_{j}} \tag{5.5}
\end{equation*}
$$

where $R_{j}=R_{j}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots, \mathbf{r}_{N}\right)$ is defined by (4.1). Substituting into Eq. (5.4) and summing over all $S$ we then obtain

$$
\begin{equation*}
T+W \geq-\left(A_{1}+A_{2} \alpha^{\prime} K\right) N \Omega \tag{5.6}
\end{equation*}
$$

where

$$
\begin{equation*}
K=\frac{1}{N \Omega} \sum_{j=1}^{N} \int d \tau \frac{|\psi|^{2}}{R_{j}} \tag{5.7}
\end{equation*}
$$

It is at this point, and at this point only, that we use the hypothesis that all negatively charged particles (i.e., all particles that we still treat quantum mechanically) are fermions. In I we proved the following inequality under that assumption ${ }^{10}$ :

$$
\begin{equation*}
K \leq A_{3} q^{\frac{1}{2}}(T / N \Omega)^{\frac{1}{2}}, \tag{5.8}
\end{equation*}
$$

where $q$ is the number of fermion species and $A_{3}$ is a constant (about 22.2). Thus

$$
\begin{equation*}
T \geq A_{3}^{-2} q^{-\frac{2}{3}} K^{2} N \Omega \tag{5.9}
\end{equation*}
$$

Adding (5.9) to (5.6) and minimizing the right-hand side with respect to $K$, we obtain

$$
\begin{equation*}
2 T+W \geq-\left[A_{1}+\frac{1}{4}\left(\alpha^{\prime} A_{2} A_{3}\right)^{2} q^{\frac{2}{3}}\right] N \Omega \tag{5.10}
\end{equation*}
$$

$2 T$ may be replaced by $T$ since the particle mass $m$ is arbitrary (this produces a factor 2 on the right). Finally, noting that $q \geq 1$, we have

$$
\begin{equation*}
T+W \geq-A q^{\frac{2}{3}} N \Omega \tag{5.11}
\end{equation*}
$$

with

$$
\begin{equation*}
A=2 A_{1}+\frac{1}{2}\left(\alpha^{\prime} A_{2} A_{3}\right)^{2} \tag{5.12}
\end{equation*}
$$

This completes the derivation of Theorem 5 from Theorem 13.

The rest of the paper is devoted to the proof of Theorem 13.

Let $S$ be an arbitrary, but from now on fixed, domain of the decomposition given in Lemma 6.

We now consider $W(S)$ a function of the $N^{\prime}$ parameters $\mathbf{r}_{k}^{\prime}\left(1 \leq k \leq N^{\prime}\right)$ which are the positions of the positive charges. As a function of $r_{1}^{\prime}$, say, $W(S)$ has the form

$$
\begin{align*}
W(S)=W_{1}(S)+\Omega(S) \sum_{k=2}^{N^{\prime}} & \frac{1}{\left|\mathbf{r}_{1}^{\prime}-\mathbf{r}_{k}^{\prime}\right|} \\
& -\sum_{j=1}^{N} \int_{C_{j}} d^{3} r \frac{\rho(\mathbf{r})}{\left|\mathbf{r}-\mathbf{r}_{1}^{\prime}\right|}, \tag{5.13}
\end{align*}
$$

where $W_{1}(S)$ is independent of $r_{1}^{\prime}, \rho(\mathbf{r})$ is nonnegative, and the $C_{j}$ are the cubes defining $S$. Suppose that $\mathbf{r}_{1}^{\prime}$ is in none of the $C_{j}$. Then we regard $W(S)$ as a function of $\mathbf{r}_{1}^{\prime}$ defined in the open domain exterior to the cubes $C_{j}$ and excluding the points $\mathbf{r}_{k}^{\prime}\left(2 \leq k \leq N^{\prime}\right)$. It is evident from Eq. (5.13) that this function satisfies Laplace's equation in the coordinates of $\mathbf{r}_{1}^{\prime}$. Such a function assumes no minimum in its domain of definition. Thus either a minimum occurs when $r_{1}^{\prime}$ is a point on the boundary of one of the $C_{j}$, or else there is no minimum at all and $W(S)>W_{1}(S)$. We see from this argument that for any given $\mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}^{\prime}, \cdots$, $\mathbf{r}_{N^{\prime}}^{\prime}$ we can find another set $\mathbf{r}_{1}^{\prime \prime}, \mathbf{r}_{2}^{\prime \prime}, \cdots, \mathbf{r}_{N^{\prime \prime}}^{\prime \prime}$ with $N^{\prime \prime} \leq N^{\prime}$ such that by replacing the positive charges at the $\mathbf{r}_{k}^{\prime}$ with charges at the $\mathbf{r}_{k}^{\prime \prime}$ we do not increase $W(S)$ and, moreover, every $\mathbf{r}_{k}^{\prime \prime}$ is inside or on the boundary of one of the $C_{j}$. Thus, in attempting to prove the inequality (5.4) for any particular $S$, it is no restriction if we assume the $\mathbf{r}_{k}^{\prime}$ to satisfy this condition from the beginning.

The next step is the application of Theorem 6 proved in I. Accordingly,

$$
\begin{equation*}
W(S)>U(S) \tag{5.14}
\end{equation*}
$$

where

$$
\begin{align*}
U(S)= & \int_{S} d \tau|\psi|^{2}\left\{-\sum_{j=1}^{N} \frac{1}{2 a_{j}}-\sum_{k=1}^{N^{\prime}} \frac{1}{2 a_{k}^{\prime}}\right. \\
& +\sum_{1 \leq i<i<j \leq N} \Delta\left(\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|, a_{i}, a_{j}\right) \\
& +\sum_{1 \leq k<l \leq N} \Delta\left(\left|\mathbf{r}_{k}^{\prime}-\mathbf{r}_{l}^{\prime}\right|, a_{k}^{\prime}, a_{j}^{\prime}\right) \\
& \left.-\sum_{j=1}^{N} \sum_{k=1}^{N^{\prime}} \Delta\left(\left|\mathbf{r}_{j}-\mathbf{r}_{k}^{\prime}\right|, a_{j}, a_{k}^{\prime}\right)\right\} . \tag{5.15}
\end{align*}
$$

The positive quantities $a_{j}$ and $a_{k}^{\prime}$ are arbitrary and may be functions of the $\mathbf{r}_{j}$ and $\mathbf{r}_{k}^{\prime}$. The function $\Delta(r, a, b)$ is defined for positive values of its arguments

$$
\Delta(r, a, b)=\left\{\begin{array}{cr}
\frac{1}{r}-\min \left(\frac{1}{a}, \frac{1}{b}\right) & (0<r \leq|a-b|) \\
\frac{(a+b-r)^{2}}{4 a b r} & (|a-b| \leq r \leq a+b) \\
0 & (a+b \leq r)
\end{array}\right.
$$

[^48]It is positive and monotone decreasing in $r$, and it satisfies the inequality

$$
\begin{equation*}
\frac{1}{r}-\frac{1}{a}<\Delta(r, a, a)<\frac{1}{r} \tag{5.17}
\end{equation*}
$$

We set

$$
\begin{equation*}
a_{j}=\frac{\alpha}{2} L_{j} \quad(1 \leq j \leq N) \tag{5.18}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{k}^{\prime}=\frac{\alpha}{2} L_{j} \quad \text { (for } k \text { such that } \mathbf{r}_{k}^{\prime} \text { is in } C_{j} \text { ). } \tag{5.19}
\end{equation*}
$$

(At this point we use the fact that all $\mathbf{r}_{k}^{\prime}$ belong to one of the cubes $C_{j}$.) We now verify the following fact: In the double sums of (5.15) all terms vanish in which the two particle positions involved belong to two different cubes. Indeed,

$$
\begin{equation*}
\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right| \geq \max \left(R_{i}, R_{j}\right) \geq \alpha \max \left(L_{i}, L_{j}\right) \tag{5.20}
\end{equation*}
$$

where the last inequality follows from (4.2), and hence

$$
\begin{equation*}
\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right| \geq 2 \max \left(a_{i}, a_{j}\right) \geq a_{i}+a_{j} \tag{5.21}
\end{equation*}
$$

so that

$$
\begin{equation*}
\Delta\left(\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|, a_{i}, a_{j}\right)=0 \tag{5.22}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\Delta\left(\left|\mathbf{r}_{j}-\mathbf{r}_{k}^{\prime}\right|, a_{j}, a_{k}^{\prime}\right)=0 \quad\left(\text { for } \mathbf{r}_{k}^{\prime} \operatorname{not} \text { in } C_{j}\right) \tag{5.23}
\end{equation*}
$$

and

$$
\begin{align*}
& \Delta\left(\left|\mathbf{r}_{k}^{\prime}-\mathbf{r}_{l}^{\prime}\right|, a_{k}^{\prime}, a_{l}^{\prime}\right)=0 \\
& \quad\left(\text { for } \mathbf{r}_{k}^{\prime} \text { in } C_{j}, \mathbf{r}_{l}^{\prime} \text { in } C_{i}, i \neq j\right) . \tag{5.24}
\end{align*}
$$

Let $\mu_{j}$ be the number of $\mathrm{r}_{k}^{\prime}$ in $C_{j}$. We may then rewrite (5.15) in the form

$$
\begin{equation*}
U(S)=\sum_{j=1}^{N} U_{j}(S), \tag{5.25}
\end{equation*}
$$

where

$$
\begin{align*}
& U_{j}(S) \\
& =\left[-\frac{1+\mu_{j}}{\alpha L_{j}}+\sum_{(k<l)_{j}} \Delta\left(\left|\mathbf{r}_{k}^{\prime}-\mathbf{r}_{l}^{\prime}\right|, \frac{\alpha}{2} L_{j}, \frac{\alpha}{2} L_{j}\right)\right] \Omega(S) \\
& \quad-\int_{S} d \tau|\psi|^{2} \sum_{(k\rangle} \Delta\left(\left|\mathbf{r}_{j}-\mathbf{r}_{k}^{\prime}\right|, \frac{\alpha}{2} L_{j}, \frac{\alpha}{2} L_{j}\right) . \tag{5.26}
\end{align*}
$$

In view of (5.17),

$$
\begin{align*}
U_{j}(S)>\left[-\frac{1+\mu_{j}^{2}}{\alpha L_{j}}\right. & \left.+\sum_{\left\langle(k \ll)_{j}\right.} \sum_{\left|\mathbf{r}_{k}^{\prime}-\mathbf{r}_{i}^{\prime}\right|}\right] \Omega(S) \\
& -\int_{S} d \tau|\psi|^{2} \sum_{\left\langle k_{j}\right.} \left\lvert\, \frac{1}{\left|\mathbf{r}_{j}-\mathbf{r}_{k}^{\prime}\right|}\right. \tag{5.27}
\end{align*}
$$

In the last two formulas we used the notation $(k)_{j}$ and ( $k<l)_{j}$ to indicate the restriction of the sums to those subscripts for which $\mathbf{r}_{k}^{\prime}$ and $\mathbf{r}_{l}^{\prime}$ are in $C_{j}$. In view of the
inequalities (5.14) and (5.27), if we succeed in showing

$$
\begin{align*}
{\left[-\frac{1}{\alpha L_{j}}\left(1+\mu_{j}^{2}\right)+\right.} & \left.\sum_{(k<} \sum_{l)_{j}} \frac{1}{\left|\mathbf{r}_{k}^{\prime}-\mathbf{r}_{i}^{\prime}\right|}\right] \Omega(S) \\
& +\int_{S} d \tau\left[\left|\nabla_{j} \psi\right|^{2}-|\psi|^{2} \sum_{\left.(k)_{j}\right)} \frac{1}{\left|\mathbf{r}_{j}-\mathbf{r}_{k}^{\prime}\right|}\right] \\
& \geq-\left(A_{1}+\frac{A_{2}}{L_{j}}\right) \Omega(S) \tag{5.28}
\end{align*}
$$

for appropriate constants $A_{1}$ and $A_{2}$, then (5.4) follows by summing over $j=1,2, \cdots, N$.

Note that although in (5.28) the integrals are still over the $3 N$-dimensional domain $S$, it is only the dependence of $\psi$ on $\mathbf{r}_{j}$ which is relevant. Thus, it is sufficient to prove (5.28) in a modified form in which the integrals $\int_{S} d \tau$ are replaced by $\int_{C_{j}} d^{3} r_{j}$, for then (5.28) follows by integration with respect to the rest of the variables $\mathbf{r}_{1}, \cdots, \mathbf{r}_{j-1}, \mathbf{r}_{j+1}, \cdots, \mathbf{r}_{N}$. But then we may ignore the dependence of $\psi$ on these other variables and, since $j$ was any one of the $N$ subscripts, we may drop it too. We have thus shown that Theorem 13 is a consequence of the following inequality:

$$
\begin{array}{r}
\int_{C} d^{3} r\left\{|\nabla \psi|^{2}+|\psi|^{2}\left[\sum_{k=1}^{\mu} \frac{-1}{\left|\mathbf{r}-\mathbf{r}_{k}^{\prime}\right|}+\sum_{1 \leq k<l} \sum_{l} \frac{1}{\left|\mathbf{r}_{k}^{\prime}-\mathbf{r}_{l}^{\prime}\right|}\right]\right\} \\
\quad \geq\left\{-A_{1}+\left(\frac{1+\mu^{2}}{\alpha}-A_{2}\right) \frac{1}{L}\right\} \int_{C} d^{3} r|\psi|^{2}, \tag{5.29}
\end{array}
$$

where $C$ is any cube whose edges are of length $L$, $\mathbf{r}_{k}^{\prime}(k=1,2, \cdots, \mu)$ are arbitrary points in or on the boundary of $C$, and $\psi=\psi(\mathbf{r})$ is an arbitrary smooth function defined in $C$.

The case ${ }^{11}$ when $\psi=0$ identically in $C$ may be ignored for then (5.29) holds trivially. If we then normalize $\psi$

$$
\begin{equation*}
\int_{C}|\psi|^{2} d^{3} r=1 \tag{5.30}
\end{equation*}
$$

the left side of (5.29) can be interpreted as the energy of a single negatively charged particle, confined to a box $C$, and attracted to $\mu$ fixed point charges in $C$. The energy includes the static repulsive contribution of these fixed charges. We are then looking for a lower bound for the ground-state energy of this system, and this lower bound must be shown to have the particular dependence on the parameters $\mu$ and $L$ shown on the right-hand side. The many-body aspect of the original problem has been hereby eliminated.

There is one essential remark. Our problem is not the usual "particle in a box," because we have no

[^49]boundary conditions on $\psi$. The customary requirements are either that $\psi=0$ on the boundary, or that $\psi$ is periodic, modulo $L$, when extended in a natural manner to all space. In contrast our only requirement on $\psi$ is that it remain bounded and differentiable at the boundary of $C$, since it is a restriction to $C$ of a smooth function defined over all space. This lack of boundary conditions on $\psi$ leads to some complication of detail in Sec. 7.

## 6. SOLUTION OF THE ONE-PARTICLE PROBLEM

In considering the proof of (5.29) we have to distinguish three cases, $\mu=0, \mu=1$, and $\mu \geq 2$.
Let $\mu=0$. Then there is only the kinetic energy left and the inequality reads ${ }^{12}$

$$
\int_{C} d^{3} r|\nabla \psi|^{2} \geq-A_{1}+\left(\frac{1}{\alpha}-A_{2}\right) \frac{1}{L}
$$

For this to be satisfied it is sufficient that

$$
\begin{equation*}
A_{2} \geq \frac{1}{\alpha} \tag{6.1}
\end{equation*}
$$

Let now $\mu=1$. In this case we need to show

$$
\begin{equation*}
\int_{C} d^{3} r\left\{|\nabla \psi|^{2}-\frac{|\psi|^{2}}{\left|\mathbf{r}-\mathbf{r}_{1}^{\prime}\right|}\right\} \geq-A_{1}+\left(\frac{2}{\alpha}-A_{2}\right) \frac{1}{L} \tag{6.2}
\end{equation*}
$$

Lemma 7: For any positive $\lambda$, and any complex $\Psi(\mathbf{r})$ with continuous derivatives, and any cube $C$ of size $L$,

$$
\begin{equation*}
\int_{C} d^{3} r \frac{|\Psi|^{2}}{|\mathbf{r}|}<\left(\frac{8}{\lambda}+\frac{24}{L}\right) \int_{C} d^{3} r|\Psi|^{2}+2 \lambda \int_{C}|\nabla \Psi|^{2} d^{3} r \tag{6.3}
\end{equation*}
$$

This proposition is closely related to Lemma 2 which we proved in I. There we had a sphere $\Omega$ of radius $b$ centered at the origin; here we have a cube $C$ of edge length $L$ in an arbitrary position. The inequality is of the same form, and only the numerical coefficients are different. In contrast with Lemma 2, here we do not have the best possible constants. The proof of Lemma 7 will be given in Sec. 7. To show (6.2) we take origin of coordinates at $\mathbf{r}_{1}^{\prime}$, set $2 \lambda=1$, and take $\psi=\Psi$. It is seen that (6.2) follows from (6.3) if

$$
\begin{equation*}
A_{1} \geq 16 \tag{6.4}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{2} \geq \frac{2}{\alpha}+24 \tag{6.5}
\end{equation*}
$$

[^50]Finally, suppose $\mu \geq 2$. We use the notation

$$
\begin{align*}
t & =\int_{C}|\nabla \psi|^{2} d^{3} r,  \tag{6.6}\\
w & =\sum_{k=1}^{\mu} \int_{C} \frac{|\psi|^{2}}{\left|\mathbf{r}-\mathbf{r}_{k}^{\prime}\right|} d^{3} r, \tag{6.7}
\end{align*}
$$

and

$$
\begin{equation*}
w^{\prime}=\sum_{1 \leq k} \sum_{l \leq \mu} \frac{1}{\left|\mathbf{r}_{k}^{\prime}-\mathbf{r}_{i}^{\prime}\right|}, \tag{6.8}
\end{equation*}
$$

so that the inequality to be proved reads

$$
\begin{equation*}
t-w+w^{\prime} \geq-A_{1}+\left(\frac{1+\mu^{2}}{\alpha}-A_{2}\right) \frac{1}{L} \tag{6.9}
\end{equation*}
$$

Let

$$
\begin{equation*}
R_{k}^{\prime}=\min _{\substack{1 \leq \leq u \\ l \neq k}}\left|\mathbf{r}_{l}^{\prime}-\mathbf{r}_{k}^{\prime}\right| \tag{6.10}
\end{equation*}
$$

and let $\sigma_{k}$ denote the sphere whose radius is $R_{k}^{\prime} / 2$ and whose center is $\mathbf{r}_{k}^{\prime}$. These spheres do not intersect. They all have a nonempty intersection with the cube $C$, but they need not lie entirely inside $C$. We denote by $\hat{\sigma}_{k}$ the part of $\sigma_{k}$ which is inside $C$. The radii of the $\sigma_{k}$ satisfy the inequality

$$
\begin{equation*}
\frac{R_{k}^{\prime}}{2} \leq \frac{\sqrt{3} L}{2} \tag{6.11}
\end{equation*}
$$

We define a function $V(\mathbf{r})$ as follows:

$$
\begin{align*}
& V(\mathbf{r})=\sum_{l=1}^{\mu} \frac{1}{\left|\mathbf{r}-\mathbf{r}_{l}^{\prime}\right|}\left(\mathbf{r} \text { in none of the } \sigma_{k}\right), \\
& V(\mathbf{r})=\sum_{\substack{l=1 \\
l \neq k}}^{\mu} \frac{1}{\left|\mathbf{r}-\mathbf{r}_{l}^{\prime}\right|}+\frac{2}{R_{k}^{\prime}}\left(\mathbf{r} \text { in } \sigma_{k}\right) . \tag{6.12}
\end{align*}
$$

$V(\mathbf{r})$ is bounded, continuous, and has piecewisecontinuous first derivatives. It is the Coulomb potential of a surface charge distribution, namely a unit positive charge distributed uniformly over the surface of each sphere $\sigma_{k}$. By elementary electrostatics

$$
\begin{align*}
\frac{1}{8 \pi} \int|\nabla V(\mathbf{r})|^{2} d^{3} r= & \sum_{1 \leq k<l \leq \mu} \frac{1}{\left|\mathbf{r}_{k}^{\prime}-\mathbf{r}_{l}^{\prime}\right|} \\
& +\sum_{k=1}^{\mu} \frac{1}{R_{k}^{\prime}}=w^{\prime}+\sum_{k=1}^{\mu} \frac{1}{R_{k}^{\prime}} \tag{6.13}
\end{align*}
$$

where the integral is over all space. Let

$$
\begin{equation*}
V(\mathbf{r})=V_{1}(\mathbf{r})+\bar{V} \tag{6.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\nabla=\frac{1}{L^{3}} \int_{C} d^{3} r V(\mathbf{r}) \tag{6.15}
\end{equation*}
$$

so that

$$
\begin{equation*}
\int_{C} d^{3} r V_{1}(\mathbf{r})=0 \tag{6.16}
\end{equation*}
$$

We have

$$
\begin{equation*}
V(\mathbf{r}) \leq \sum_{k=1}^{\mu} \frac{1}{\left|\mathbf{r}-\mathbf{r}_{k}^{\prime}\right|}, \tag{6.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{C} \frac{d^{3} r}{\left|\mathbf{r}-\mathbf{r}_{k}^{\prime}\right|} \leq \max _{U} \int_{U} \frac{d^{3} r}{\left|\mathbf{r}-\mathbf{r}_{k}^{\prime}\right|} \tag{6,18}
\end{equation*}
$$

where the maximum is taken among all domains $U$ whose volume is $L^{3}$. It is obvious that this domain is a sphere centered on $\mathbf{r}_{k}^{\prime}$. Thus, (6.15), (6.17), and (6.18) give

$$
\begin{equation*}
\bar{V}<\frac{3}{2}\left(\frac{4 \pi}{3}\right)^{\frac{1}{2}} \mu / L<3 \mu / L \tag{6.19}
\end{equation*}
$$

We now write

$$
\begin{equation*}
w=\int_{C} V|\psi|^{2} d^{3} r+\sum_{k=1}^{\mu} \int_{\hat{\sigma}_{k}} d^{3} r\left(\frac{1}{\left|\mathbf{r}-\mathbf{r}_{k}^{\prime}\right|}-\frac{2}{R_{k}^{\prime}}\right)|\psi|^{2} \tag{6.20}
\end{equation*}
$$

and estimate the integrals over the domains $\hat{\sigma}_{k}$ by using a proposition similar to Lemma 7 above.

Lemma 8: Let $D$ be a domain common to a sphere of radius $b$ around the origin and some cube whose edges are larger than $b$, and let $D$ contain the origin. For any positive $\lambda$ and any $\Psi(\mathbf{r})$ with piecewise continuous derivatives,

$$
\begin{align*}
& \int_{D} d^{3} r \frac{|\Psi|^{2}}{|\mathbf{r}|} \leq\left(\frac{2}{\lambda}+\frac{12}{b}\right) \int_{D} d^{3} r|\Psi|^{2} \\
&  \tag{6.21}\\
& +8 \lambda \int_{D} d^{3} r|\nabla \Psi|^{2}
\end{align*}
$$

The proof is given in Sec. 7. Making use of this, we have

$$
\begin{align*}
\int_{\partial_{k}} \frac{|\psi|^{2}}{\left|\mathbf{r}-\mathbf{r}_{k}^{\prime}\right|} d^{3} r \leq\left(\frac{2}{\lambda}+\frac{24}{R_{k}^{\prime}}\right) & \int_{\partial_{k}}|\psi|^{2} d^{3} r \\
& +8 \lambda \int_{\hat{\theta}_{k}}|\nabla \psi|^{2} d^{3} r \tag{6.22}
\end{align*}
$$

But, when $\mathbf{r}$ is in $\hat{\sigma}_{k}$,

$$
\begin{equation*}
V(\mathbf{r}) \geq \frac{2}{R_{k}^{\prime}} \tag{6.23}
\end{equation*}
$$

Hence, by summing (6.22) over $k$, and noting that the disjoint $\hat{\sigma}_{k}$ are inside $C$, we get

$$
\begin{equation*}
w \leq \frac{2}{\lambda}+8 \lambda t+12 \int_{C} V|\psi|^{2} d^{3} r \tag{6.24}
\end{equation*}
$$

or, minimizing with respect to $\lambda$, and making use of (6.14) and (6.19),

$$
\begin{equation*}
w<8 t^{\frac{1}{2}}+\frac{36 \mu}{L}+12 \int_{C} V_{1}|\psi|^{2} d^{3} r . \tag{6.25}
\end{equation*}
$$

It remains to estimate the last term of (6.25). We do
this with the help of the following inequality whose proof is given in Sec. 7.

Lemma 9: Let $f(\mathbf{r})$ be a complex-valued and $g(\mathbf{r})$ be a real-valued function, defined in a cube $C$, both functions continuous with piecewise continuous derivatives. Let

$$
\begin{equation*}
\int_{C}|f|^{2} d^{3} r=1 \tag{6,26}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{C} g d^{3} r=0 \tag{6.27}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left.\left.\left|\int_{C} g\right| f\right|^{2} d^{3} r\right|^{2} \leq \frac{8}{\pi}\left(\int_{C}|\nabla g|^{2} d^{3} r\right)\left(\int_{C}|\nabla f|^{2} d^{3} r\right)^{\frac{1}{2}} . \tag{6.28}
\end{equation*}
$$

We take $f=\psi$ and $g=V_{1}$ and then our conditions are fulfilled [cf. (6.16) above]. Thus,

$$
\begin{equation*}
\int_{C} V_{1}|\psi|^{2} d^{3} r \leq\left(\frac{8}{\pi}\right)^{\frac{1}{2}} t^{\frac{1}{2}}\left(\int_{C}\left|\nabla V_{1}\right|^{2} d^{3} r\right)^{\frac{1}{2}} . \tag{6.29}
\end{equation*}
$$

But

$$
\begin{align*}
\int_{C}\left|\nabla V V_{1}\right|^{2} d^{3} r & =\int_{C}|\nabla V|^{2} d^{3} r<\int|\nabla V|^{2} d^{3} r \\
& =8 \pi\left(w^{\prime}+\sum_{k=1}^{\mu} \frac{1}{R_{k}^{\prime}}\right) \leq 24 \pi w^{\prime}, \tag{6.30}
\end{align*}
$$

by (6.13) above. The last inequality follows from the fact that each term in the sum occurs at least once but no more than twice in the sum (6.8) defining $w^{\prime}$. Thus we obtain from (6.25), (6.29), and (6.30)

$$
\begin{equation*}
t-w+w^{\prime}>t-8 t^{\frac{1}{2}}-96 t^{\frac{1}{4}}\left(3 w^{\prime}\right)^{\frac{1}{2}}-\frac{36 \mu}{L}+w^{\prime} \tag{6.31}
\end{equation*}
$$

We now note that

$$
\begin{equation*}
\left|\mathbf{r}_{k}^{\prime}-\mathbf{r}_{l}^{\prime}\right| \leq \sqrt{3} L \tag{6.32}
\end{equation*}
$$

and, therefore,

$$
\begin{equation*}
w^{\prime} \geq \frac{\mu(\mu-1)}{2} \frac{1}{\sqrt{3} L} \geq \frac{\mu^{2}}{4 \sqrt{3} L} \tag{6.33}
\end{equation*}
$$

because $\mu \geq 2$. It follows that

$$
\begin{equation*}
\frac{w^{\prime}}{2}-\frac{36 \mu}{L} \geq \frac{1}{L}\left(\frac{\mu^{2}}{8 \sqrt{3}}-36 \mu\right) \geq \frac{1}{L}\left(\frac{1+\mu^{2}}{\alpha}-A_{2}\right) \tag{6.34}
\end{equation*}
$$

provided that

$$
\begin{equation*}
\alpha>8 \sqrt{3} \tag{6.35}
\end{equation*}
$$

and

$$
\begin{align*}
A_{2} \geq \frac{1}{\alpha}+\max _{\mu}\{36 \mu & \left.-\mu^{2}\left(\frac{1}{8 \sqrt{3}}-\frac{1}{\alpha}\right)\right\} \\
& =\frac{1}{\alpha}+\frac{324}{(1 / 8 \sqrt{3})-(1 / \alpha)} . \tag{6.36}
\end{align*}
$$

We choose $\alpha$ to satisfy (6.35). Then we choose $A_{2}$ to satisfy (6.36). Then (6.34) is satisfied, and (6.9) follows from (6.31) if we can choose $A_{1}$ so that

$$
\begin{equation*}
A_{1} \geq-t+8 t^{\frac{1}{2}}+96 t^{\frac{1}{t}}\left(3 w^{\prime}\right)^{\frac{1}{2}}-\frac{1}{2} w^{\prime} . \tag{6.37}
\end{equation*}
$$

On the right-hand side we have a function of the two variables $t$ and $w^{\prime}$ which is bounded above and so the choice is possible. Numerically, one finds the condition

$$
\begin{align*}
& A_{1} \geq \max _{t, w^{\prime}>0}\left\{-t+8 t^{\frac{1}{2}}+96 t^{\frac{1}{2}}\left(3 w^{\prime}\right)^{\frac{1}{2}}-\frac{1}{2} w^{\prime}\right\} \\
&=\left(3.48^{2}+4\right)^{2} . \tag{6.38}
\end{align*}
$$

With (6.35), (6.36), and (6.38) we have proved (6.9). The conditions (6.1), (6.4), and (6.5) now automatically hold and so (5.29) has been proved for arbitrary $\mu \geq 0$. As we have shown in Sec. 4, this implies the truth of Theorem 13. And Theorem 13 implies Theorem 5. So the proof of Theorem 5 is complete except that we still have to prove Lemmas 7, 8, and 9 .

It may be of some interest to present our final result in numerical terms. Choosing the reasonable values $\alpha=30, \alpha^{\prime}=70, A_{2}=10^{4}, A_{3}^{2}=500$, and $A_{1}=10^{8}$, we get from (5.12) $A=1.3 \times 10^{14}$, and this is the constant which appears in Theorem 5.

## 7. PROOF OF LEMMAS 7, 8, AND 9

We begin with a useful extension of Lemma 2 which was proved in I. ${ }^{1}$

Lemma $2 a$ : Let $\Omega$ be a domain which contains the sphere $\Omega_{0}$ of radius $b$ and center at the origin. For any positive $\lambda$ and any complex valued function $\Psi(r)$ with continuous derivatives

$$
\begin{equation*}
\int_{\Omega} d^{3} r \frac{|\Psi|^{2}}{|\mathbf{r}|} \leq\left(\frac{1}{\lambda}+\frac{3}{2 b}\right) \int_{\Omega} d^{3} r|\Psi|^{2}+\frac{\lambda}{4} \int_{\Omega} d^{3} r|\nabla \Psi|^{2} \tag{7.1}
\end{equation*}
$$

Let $\mathscr{F}(\Psi, \Omega)$ denote the functional

$$
\begin{equation*}
\mathcal{F}(\Psi, \Omega)=\left(\frac{\int_{\Omega}|\nabla \Psi|^{2} d^{3} r}{\int_{\Omega}|\Psi|^{2} d^{3} r}\right)^{\frac{1}{2}}-\frac{\int_{\Omega} \frac{|\Psi|^{2}}{|r|} d^{3} r}{\int_{\Omega}|\Psi|^{2} d^{3} r} \tag{7.2}
\end{equation*}
$$

and let

$$
\begin{equation*}
\mu(\Omega)=\inf _{\Psi} \mathcal{F}(\Psi, \Omega) . \tag{7.3}
\end{equation*}
$$

By choosing the $\lambda$ in (7.1) optimally, one sees that

Lemma 2 a is equivalent to the inequality

$$
\begin{equation*}
\mu(\Omega) \geq-(3 / 2 b) . \tag{7.4}
\end{equation*}
$$

To prove this we take the infimum of (7.3) in two steps.

$$
\begin{equation*}
\hat{\mu}(\Omega, \alpha, \beta, \gamma)=\inf _{\Psi \in \mathcal{J}(\alpha, \beta, \gamma)} \mathcal{F}(\Psi, \Omega), \tag{7.5}
\end{equation*}
$$

where $\Pi(\alpha, \beta, \gamma)$ denotes the class of $\Psi$ which satisfy

$$
\begin{gather*}
\int_{\Omega_{0}}|\Psi|^{2} d^{3} r=\alpha  \tag{7.6}\\
\int_{\Omega}|\Psi|^{2} d^{3} r=1  \tag{7.7}\\
\int_{\Omega_{0}}|\nabla \Psi|^{2} d^{3} r=\beta  \tag{7.8}\\
\int_{\Omega}|\nabla \Psi|^{2} d^{3} r=\gamma \tag{7.9}
\end{gather*}
$$

with the real numbers $\alpha, \beta, \gamma$ subject to

$$
\begin{equation*}
0 \leq \alpha \leq 1 \tag{7.10}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leq \beta \leq \gamma \tag{7.11}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\mu(\Omega)=\inf _{\alpha, \beta, \gamma} \hat{\mu}(\Omega, \alpha, \beta, \gamma), \tag{7.12}
\end{equation*}
$$

the infimum being over all sets $(\alpha, \beta, \gamma)$ subject to (7.10) and (7.11). If $\Psi$ belongs to $\AA(\alpha, \beta, \gamma)$ we have

$$
\begin{align*}
\mathscr{F}(\Psi, \Omega) & =\gamma^{\frac{1}{2}}-\int_{\Omega_{0}} \frac{|\Psi|^{2}}{|\mathbf{r}|} d^{3} r-\int_{\Omega_{-\Omega_{0}}} \frac{|\Psi|^{2}}{|\mathbf{r}|} d^{3} r \\
& \geq \gamma^{\frac{1}{2}}-\int_{\Omega_{0}} \frac{|\Psi|^{2}}{|\mathbf{r}|} d^{3} r-\frac{1-\alpha}{b}, \tag{7.13}
\end{align*}
$$

because, for $\mathbf{r} \in \Omega-\Omega_{0},|\mathbf{r}| \geq b$. By Lemma $2^{1}$

$$
\begin{equation*}
\int_{\Omega_{0}} \frac{|\Psi|^{2}}{|\mathbf{r}|} d^{3} r \leq \frac{3 \alpha}{2 b}+(\alpha \beta)^{\frac{1}{2}} \tag{7.14}
\end{equation*}
$$

so that for $\Psi \in Ж(\alpha, \beta, \gamma)$,

$$
\begin{equation*}
\mathscr{F}(\Psi, \Omega) \geq \gamma^{\frac{1}{2}}-(\alpha \beta)^{\frac{1}{2}}-\frac{2+\alpha}{2 b} \tag{7.15}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\hat{\mu}(\Omega, \alpha, \beta, \gamma) \geq \gamma^{\frac{1}{2}}-(\alpha \beta)^{\frac{1}{2}}-\frac{2+\alpha}{2 b} . \tag{7.16}
\end{equation*}
$$

The minimization of (7.12) then yields the desired inequality (7.4).

Let $C$ be a cube of edge length $L$, and let $C_{1}$ be a cube with the same center, with faces parallel to those of $C$ and whose edge length is $2 L$. If $\Psi_{0}(\mathbf{r})$ is a continuously differentiable function in $C$ whose normal derivative vanishes on the faces of $C$, we can extend it
by reflection in the faces of $C$ to a continuously differentiable function $\Psi_{1}(\mathbf{r})$ in $C_{1}$. Then

$$
\begin{equation*}
\int_{C_{1}}\left|\Psi_{1}\right|^{2} d^{3} r=8 \int_{C}|\Psi|^{2} d^{3} r \tag{7.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{C_{1}}\left|\nabla \Psi_{1}\right|^{2} d^{3} r=8 \int_{C}|\nabla \Psi|^{2} d^{3} r . \tag{7.18}
\end{equation*}
$$

On the other hand, if $y_{0}$ is any point in space,

$$
\begin{equation*}
\int_{C_{1}} \frac{\left|\Psi_{1}\right|^{2}}{\left|\mathbf{r}-\mathbf{y}_{0}\right|} d^{3} r \geq \int_{C} \frac{|\Psi|^{2}}{\left|\mathbf{r}-\mathbf{y}_{0}\right|} d^{3} r . \tag{7.19}
\end{equation*}
$$

Consider now the quantity

$$
\begin{equation*}
\left(\frac{\int_{C}|\nabla \Psi|^{2} d^{3} r}{\int_{C}|\Psi|^{2} d^{3} r}\right)^{\frac{1}{2}}-\frac{1}{8} \frac{\int_{C} \frac{|\Psi|^{2}}{|\mathbf{r}-\mathbf{y}|} d^{3} r}{\int_{C}|\Psi|^{2} d^{3} r}=\hat{\mathcal{F}}(\Psi, C, \mathbf{y}) \tag{7.20}
\end{equation*}
$$

If $\mathbf{y}$ is not in $C$ then $\hat{\mathscr{F}}$ is a harmonic function of $\mathbf{y}$ and so it is minimized for some $y$ on the boundary of $C$. Thus we may assume $y$ to be in or on the boundary of C. Let $\Psi_{0}(\mathbf{r})$ and $\mathbf{y}_{0}$ be such that they minimize $\hat{\mathcal{F}}$. Because no boundary condition is imposed on $\Psi$ in the minimization, the variational problem automatically gives the "natural boundary condition" of vanishing normal derivative for $\Psi_{0}$ on the faces of $C$. Thus we may extend $\Psi_{0}$ as explained above, and from (7.17), (7.18), and (7.19) it follows that

$$
\begin{equation*}
\hat{\mathfrak{F}}(\Psi, C, \mathbf{y}) \geq \hat{\mathscr{F}}\left(\Psi_{0}, C, \mathbf{y}_{0}\right)>\mathcal{F}\left(\Psi_{1}, C_{1}\right), \tag{7.21}
\end{equation*}
$$

provided we shift the origin of the coordinate system to $\mathbf{y}_{0}$. But the distance of $\mathbf{y}_{0}$ from the faces of $C_{1}$ is at least $\frac{1}{2} L$ so that we may apply Lemma 2 a with $b=\frac{1}{2} L$,

$$
\begin{equation*}
\mathfrak{F}\left(\Psi_{1}, C_{1}\right) \geq-3 / L \tag{7.22}
\end{equation*}
$$

The resulting inequality

$$
\begin{equation*}
\hat{\mathcal{F}}(\Psi, C, y)>-\frac{3}{L} \tag{7.23}
\end{equation*}
$$

is equivalent to (6.3). This completes the proof of Lemma 7.

The proof of Lemma 8 is similar. We have

$$
\begin{equation*}
\hat{\mathscr{F}}(\Psi, D, 0) \geq \hat{\mathcal{F}}\left(\Psi_{0}, D, 0\right) \tag{7.24}
\end{equation*}
$$

where $\Psi_{0}$ is the minimizing function and therefore has vanishing normal derivative on the boundary of $D$. We now extend $\Psi_{0}$ by reflection on the faces of the given cube to a function $\Psi_{1}$ defined in the complete sphere $D_{\mathbf{1}}:|\mathbf{r}| \leq b$. Because the origin $\mathbf{r}=0$ is in $D$
we see that

$$
\begin{equation*}
\int_{D_{1}}\left|\Psi_{1}\right|^{2} d^{3} r \leq 8 \int_{D}\left|\Psi_{0}\right|^{2} d^{3} r \tag{7.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{D_{1}}\left|\nabla \Psi_{1}\right|^{2} d^{3} r \leq 8 \int_{D}\left|\nabla \Psi_{0}\right|^{2} d^{3} r . \tag{7.2}
\end{equation*}
$$

Also

$$
\begin{equation*}
\int_{D_{1}} \frac{\left|\Psi_{1}\right|^{2}}{|\mathbf{r}|}>\int_{D} \frac{\left|\Psi_{0}\right|^{2}}{|\mathbf{r}|} \tag{7.27}
\end{equation*}
$$

Note that $\hat{\mathscr{F}}\left(\Psi_{0}, D, 0\right)<0$, since the left-hand side of (7.24) is negative for $\Psi=$ constant. This, together with the last three inequalities implies

$$
\begin{equation*}
\hat{\mathcal{F}}\left(\Psi_{0}, D, 0\right)>\mathscr{F}\left(\Psi_{1}, D_{1}\right)>-\frac{3}{2 b} \tag{7.28}
\end{equation*}
$$

by Lemma $2 .{ }^{1}$ The resulting inequality

$$
\begin{equation*}
\hat{\mathcal{F}}(\Psi, D, 0)>-\frac{3}{2 b} \tag{7.29}
\end{equation*}
$$

is equivalent to (6.21), as seen by choosing $\lambda$ to give the strictest inequality. This proves Lemma 8.

It remains to prove Lemma 9. It is clear that the size of the cube $C$ is irrelevant. Therefore we choose $C$ to have edge length $2 \pi$. We also take the origin at the center of $C$.

We first show that it is sufficient to prove the Lemma with the constant 8 replaced by 1 if $f$ and $g$ are required to be periodic with respect to opposite faces of $C$. Indeed, let

$$
\begin{equation*}
Q(f, g)=\left.\left.\left|\int_{C} g\right| f\right|^{2} d^{3} r\right|^{2} / \int_{C}|\nabla g|^{2} d^{3} r\left(\int_{C}|\nabla f|^{2} d^{3} r\right)^{\frac{1}{2}}, \tag{7.30}
\end{equation*}
$$

and let $f_{0}$ and $g_{0}$ be the functions that maximize $Q$. Then $f_{c}$ and $g_{0}$ have vanishing normal derivatives on the faces of $C$, and they may be extended by reflection on the faces to functions $f_{1}$ and $g_{1}$ defined in the larger cube $C_{1}$, which is concentric with $C$, has faces parallel with those of $C$, and is twice the linear size. Now we put

$$
\left\{\begin{array}{l}
f_{2}(\mathbf{r})=f_{1}(2 \mathbf{r})  \tag{7.31}\\
g_{2}(\mathbf{r})=g_{1}(2 \mathbf{r})
\end{array}\right.
$$

$f_{2}$ and $g_{2}$ are periodic in $C$, satisfy (6.26), (6.27), respectively, and

$$
\begin{equation*}
Q\left(f_{2}, g_{2}\right)=1 / 8 Q\left(f_{0}, g_{0}\right) . \tag{7.32}
\end{equation*}
$$

Thus

$$
\begin{equation*}
Q(f, g) \leq Q\left(f_{0}, g_{0}\right)=8 Q\left(f_{2}, g_{2}\right) \tag{7.33}
\end{equation*}
$$

and it is sufficient to show

$$
\begin{equation*}
Q(f, g) \leq \frac{1}{\pi}, f, g \text { periodic } \tag{7.34}
\end{equation*}
$$

then by (7.33) the desired inequality (6.28) follows.

Expand $f$ and $g$ in Fourier series

$$
\begin{equation*}
f(\mathbf{r})=(2 \pi)^{-\frac{3}{2}} \sum_{\mathbf{n}} a_{\mathbf{n}} e^{i \mathbf{n} \cdot \mathbf{r}} \tag{7.35}
\end{equation*}
$$

and

$$
\begin{equation*}
g(\mathbf{r})=(2 \pi)^{-\frac{t}{2}} \sum_{\mathbf{n}} b_{\mathbf{n}} e^{i n \cdot r} \tag{7.36}
\end{equation*}
$$

the sums running over vectors $\mathbf{n}=\left(n_{x}, n_{v}, n_{z}\right)$ with integer components. The normalization of $f$ is

$$
\begin{equation*}
\sum_{n}\left|a_{n}\right|^{2}=1 \tag{7.37}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{0}=0 \tag{7.38}
\end{equation*}
$$

In terms of the Fourier coefficients, $Q(f, g)$

$$
\begin{equation*}
=\frac{1}{8 \pi^{3}}\left|\sum_{\mathrm{n}} \sum_{\mathrm{m}} a_{\mathrm{n}}^{*} a_{\mathrm{m}} b_{\mathrm{n}-\mathrm{m}}\right|^{2} / \sum|\mathbf{n}|^{2}\left|b_{\mathrm{n}}\right|^{2}\left(\sum_{\mathrm{n}}|\mathbf{n}|^{2}\left|a_{\mathrm{n}}\right|^{2}\right)^{\frac{1}{2}} . \tag{7.39}
\end{equation*}
$$

By Schwarz's inequality

$$
\begin{align*}
&\left|\sum_{\mathrm{n}} \sum_{\mathrm{m}}^{*} a_{\mathrm{n}}^{*} a_{\mathrm{m}} b_{\mathrm{n}-\mathrm{m}}\right|^{2} \\
& \leq \sum_{\mathbf{k} \neq 0}|\mathbf{k}|^{2}\left|b_{\mathrm{k}}\right|^{2} \sum_{\mathbf{k} \neq 0} \frac{1}{|\mathbf{k}|^{2}}\left|\sum_{\mathrm{m}} a_{\mathrm{m}+\mathrm{k}}^{*} a_{\mathrm{m}}\right|^{2} \tag{7.40}
\end{align*}
$$

Therefore (7.34) follows from

$$
\begin{equation*}
\sum_{k \neq 0} \frac{1}{|k|^{2}}\left|\sum_{m} a_{\mathrm{nm}+\mathrm{k}}^{*} a_{\mathrm{m}}\right|^{2} \leq 8 \pi^{2}\left(\sum_{\mathrm{n}}|\mathbf{n}|^{2}\left|a_{\mathrm{n}}\right|^{2}\right)^{\frac{1}{2}} \tag{7.41}
\end{equation*}
$$

By Schwarz's inequality

$$
\begin{equation*}
\left|\sum_{m} a_{m+k}^{*} a_{m}\right| \leq \sum_{m}\left|a_{m}\right|^{2}=1 \tag{7.42}
\end{equation*}
$$

for all $k$. Therefore, the left-hand side of (7.41) is not more than

$$
\begin{equation*}
\sum_{\mathbf{k} \neq 0} \frac{1}{|\mathbf{k}|^{2}}\left|\sum_{\mathrm{m}} a_{\mathrm{m}+\mathbf{k}}^{*} a_{\mathrm{m}}\right| \leq \sum_{\mathbf{k} \neq 0} \frac{1}{|\mathbf{k}|^{2}} \sum_{\mathrm{m}}\left|a_{\mathrm{m}+\mathbf{k}}\right| \cdot\left|a_{\mathrm{m}}\right| \tag{7.43}
\end{equation*}
$$

It is therefore sufficient to prove that

$$
\begin{equation*}
\sum_{\mathbf{k} \neq 0} \sum_{\mathrm{m}} \frac{a_{\mathrm{m}+\mathbf{k}} a_{\mathrm{m}}}{|\mathbf{k}|^{2}} \leq 8 \pi^{2}\left(\sum_{\mathrm{n}}|\mathbf{n}|^{2} a_{\mathrm{n}}^{2}\right)^{\frac{1}{2}} \tag{7.44}
\end{equation*}
$$

for any real positive $a_{\mathrm{a}}$ normalized by (7.37).
Let, for any positive $\lambda$,

$$
\begin{equation*}
\sigma_{n}=\sigma_{n}(\lambda)=\sum_{m \neq 0,-n} \frac{1}{|m|^{2}\left(|m+n|^{2}+\lambda^{2}\right)} \tag{7.45}
\end{equation*}
$$

The elementary inequality

$$
\begin{align*}
& {\left[|\mathbf{n}|^{2}\left(|\mathbf{m}|^{2}+\lambda^{2}\right)\right]^{-1}+\left[|\mathbf{m}|^{2}\left(|\mathbf{n}|^{2}+\lambda^{2}\right)\right]^{-1}} \\
& \quad \leq\left[|\mathbf{n}|^{2}\left(|\mathbf{n}|^{2}+\lambda^{2}\right)\right]^{-1}+\left[|\mathbf{m}|^{2}\left(|\mathbf{m}|^{2}+\lambda^{2}\right)\right]^{-1} \tag{7.46}
\end{align*}
$$

shows that

$$
\begin{equation*}
\sigma_{\mathrm{n}} \leq \sigma_{0} \tag{7.47}
\end{equation*}
$$

We derive an upper bound for $\sigma_{0}$ as follows. The function $\phi(\mathbf{r})=|\mathbf{r}|^{-2}\left(|\mathbf{r}|^{2}+\lambda^{2}\right)^{-1}$ satisfies $\nabla^{2} \phi>0$, and therefore its value $\phi(n)$ at any point with integer coordinates is less than its average over a sphere centered at this point. We choose for all $n$ spheres of radi $\frac{1}{2}$ so that they do not overlap. This way we obtain the estimate

$$
\begin{align*}
\sigma_{0}<\frac{6}{\pi} \int_{|\mathrm{r}| \geq \frac{1}{2}} & \phi(r) d^{3} \mathrm{r} \\
& =\frac{24}{\lambda} \arctan 2 \lambda<12 \pi^{2} /(1+\pi \lambda) \tag{7.48}
\end{align*}
$$

The last inequality follows from

$$
\begin{equation*}
\frac{1}{\cos ^{2} t}>\frac{1}{(\pi / 2-t)^{2}} \quad\left(0 \leq t<\frac{\pi}{2}\right) \tag{7.49}
\end{equation*}
$$

Integrating between 0 and $\frac{1}{2} \pi^{2} \lambda(1+\pi \lambda)^{-1}$ one has

$$
\begin{equation*}
\tan \frac{\pi^{2} \lambda}{2(1+\pi \lambda)}>2 \lambda \tag{7.50}
\end{equation*}
$$

which yields (7.48).
We now consider the sum on the left-hand side of (7.44). Let $p_{n}=p_{-n}>0$. We have then by Schwarz's inequality

$$
\begin{align*}
\sum_{\mathbf{k} \neq 0} \sum_{m} \frac{a_{m+k} a_{m}}{|k|^{2}}= & \sum_{k \neq 0} \sum_{m} \frac{a_{m+k} p_{m+k}}{|k| p_{m}} \\
& \times \frac{a_{m} p_{m}}{|k| p_{m+k}}<\sum_{k \neq 0} \sum_{m} \frac{a_{m}^{2} p_{m}^{2}}{|k|^{2} p_{m+k}^{2}} \tag{7.51}
\end{align*}
$$

Let

$$
p_{n}= \begin{cases}|\boldsymbol{n}|^{2}+\lambda^{2} & (\mathbf{n} \neq 0)  \tag{7.52}\\ 2 \pi\left(\frac{\lambda}{\sigma_{0}}\right)^{\frac{1}{2}} & (\mathbf{n}=0)\end{cases}
$$

Then the right-hand side of (7.51) may be written

$$
\begin{align*}
& 4 \pi^{2} \lambda a_{0}^{2}+\sum_{m \neq 0}\left(|\mathrm{~m}|^{2}+\lambda^{2}\right) a_{\mathrm{m}}^{2}\left(\sigma_{\mathrm{m}}+\frac{\sigma_{0}}{|2 \pi \mathrm{~m}|^{2} \lambda}\right) \\
& \quad \leq 4 \pi^{2} \lambda a_{0}^{2}+\frac{6 \pi}{\lambda} \frac{1+2 \pi \lambda}{1+\pi \lambda} \sum_{\mathrm{m} \neq 0}\left(|\mathrm{~m}|^{2}+\lambda^{2}\right) a_{\mathrm{m}}^{2} \tag{7.53}
\end{align*}
$$

by virtue of (7.47) and (7.48). Since

$$
\begin{equation*}
[6 \pi(1+2 \pi \lambda)] /(1+\pi \lambda)<4 \pi^{2} \tag{7.54}
\end{equation*}
$$

we get an upper bound on the right-hand side of (7.53)

$$
\begin{equation*}
\frac{4 \pi^{2}}{\lambda} \sum_{m}\left(|m|^{2}+\lambda^{2}\right) a_{m}^{2} \tag{7.55}
\end{equation*}
$$

Finally, we choose $\lambda$ to minimize this upper bound. This yields the inequality (7.44) and the proof of Lemma 9 is complete.

We conclude with some informal remarks which are intended to clarify the physical meaning of Lemma 9. In our whole proof of stability, Lemma 9 is the innermost core. It is unfortunate that both the statement and the proof of Lemma 9 are couched in algebraic terms which conceal the physical motivations. Basically, the effect of Lemma 9 is to set a bound to the interaction energy between negative and positive charges, the bound depending only on the kinetic energy of the negatives and on the potential energy of the positives.

An alternative statement of the content of Lemma 9 is obtained by analyzing the inequality (7.44) which is essentially equivalent to Eq. (6.28). We can give Eq. (7.44) an intuitive meaning as follows: The function

$$
\begin{equation*}
R(\mathbf{x})=\sum_{\mathbf{q} \neq 0} \frac{1}{\pi L q^{2}} \exp \left[\frac{2 \pi i}{L} \mathbf{q} \cdot \mathbf{x}\right] \tag{7.56}
\end{equation*}
$$

is the Green's function for a cube of side $L$ with periodic boundary conditions. $R(\mathbf{x})$ is the Coulomb potential generated by a unit positive charge at each vertex of a cubic lattice, with a constant negative background density to preserve neutrality. Equation (7.44) is equivalent to the statement that a particle of mass $m$ in the periodic Coulomb potential [ $-e^{2} R(\mathbf{r})$ ] has a ground-state binding energy less than 16 Ry , or in symbols

$$
\begin{array}{r}
e^{2} \int R(\mathbf{r})|\psi(\mathbf{r})|^{2} d^{3} r<\left(\hbar^{2} / 2 m\right) \int|\nabla \psi(\mathbf{r})|^{2} d^{3} r \\
+16 \mathrm{Ry} \int|\psi(\mathbf{r})|^{2} d^{3} r, \tag{7.57}
\end{array}
$$

irrespective of the spacing $L$ of the lattice. The awkwardness of the proof of Eq. (7.44) arose from the fact that $R(\mathbf{r})$ is not spherically symmetric and so the standard argument based on Lemma 2 is notapplicable. Note that $R(\mathbf{r})$ is defined to have mean value zero, so that there is no term proportional to $e^{2}$ in the groundstate energy.

We know that in the limit $L \rightarrow \infty$, when $R(\mathbf{r})$ tends to the Coulomb potential ( $1 / r$ ), the ground-state energy is one Rydberg, and so Eq. (7.57) holds without the factor 16 . It is also easy to verify that, as $L \rightarrow 0$, Eq. (7.57) holds with a coefficient smaller than 1 instead of the 16 . It is extremely likely that Eq. (7.57) is true for all $L$ with the 16 replaced by 1. This would mean that Eq. (7.44) holds with 2 replacing

8, and likewise Eq. (6.28) would hold with 2 replacing 8 on the right side. To prove this strengthened form of Lemma 9, it would be sufficient to show that the ground-state binding energy of the potential [ $\left.-e^{2} R(\mathrm{r})\right]$ decreases monotonically with $L$. The monotonicity of the ground-state energy is physically plausible, but we have not succeeded in proving it. Our proof of Lemma 9 misses a factor of 4 through various crudities of detail, particularly in the estimate (7.48) for $\sigma_{0}$.

When Lemma 9 is expressed in the form (7.57), its relation to the arguments of Sec. 2 becomes clear. In Sec . 2, Theorem 11 was deduced from the fact that the ground-state binding energy of a particle in a Coulomb potential in infinite space is one Rydberg. Analogously, Lemma 9 is deduced from the fact that the ground-state binding energy in the periodic Coulomb potential is less than 16 Ry . The simple Coulomb potential is the Green's function for infinite space, while the periodic Coulomb potential is the Green's function for a finite cube. The logical structure of the proofs of the two inequalities, Theorem 11 and Lemma 9, is the same, and the logic of their use in the proofs of Theorem 12 and Theorem 5 is also the same. Only the details are more complicated for the case of the cube, and the numerical coefficients are correspondingly less precise.

It is a remarkable fact that our proof of the stability of matter, after such a tremendous detour via dissections of space and other artificial tricks, boils down in the end to an estimate of the binding energy of a single electron in a periodic Coulomb potential. We conjecture that this appearance of the periodic Coulomb potential at the kernel of the proof is not accidental. After all, the ground states of most forms of matter are crystals in which electrons are actually moving in periodic Coulomb potentials. The essence of a proof of the stability of matter should be a demonstration that an aperiodic arrangement of particles cannot give greater binding than a periodic arrangement. If this dominance of the periodic potential could be proved directly, then we would have a proof of Theorem 5 vastly simpler and more satisfactory than the one presented in this paper. Into the bargain we would also undoubtedly find a more reasonable numerical coefficient than $1.3 \times 10^{14}$.
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#### Abstract

The object of this paper is to find and study a class of potentials for which the corresponding scattering amplitude $f$ decreases rapidly in energy at fixed (nonforward) angles. Specifically, we ask that $f(k, \theta)=$ $O[\exp \{-b(\theta) k\}]$ as $k \rightarrow \infty$ for $\theta$ fixed. It is shown here that this relation is valid for certain potentials $V(r)$ which are even functions of $r$ analytic in a strip about the real $r$ axis. With further restrictions on the potentials we show that the scattering amplitude converges to its first Born approximation at high energies for fixed nonforward angles.


## 1. INTRODUCTION

It is a striking experimental result that elastic differential cross sections for processes involving nucleons decrease very rapidly with respect to energy at fixed nonforward scattering angles, ${ }^{1}$ i.e., that they exhibit Orear behavior. This behavior appears to be a general feature of strong interaction scattering processes. It has been qualitatively described as a manifestation of the spatial extension of composite particles. ${ }^{2}$ Since it is so general a feature of strong interactions, we have looked into nonrelativistic potential scattering to see under what conditions this behavior occurs there. We do not propose to invent a serious physical model of any sort for this behaviorwe work within the context of potential scattering for guidance. ${ }^{3}$ (We of course recall that Regge behavior, analyticity in energy, and the Mandelstam representation all have conceptual validity in potential scattering, so that the conditions for Orear behavior in potential scattering may be of some interest.) Potential scattering is an internally consistent theory, it does give unambiguous results, and finally, it is a relatively simple theory in which to work.

The basic experimental behavior pointed out by Orear is that the elastic differential cross section decreases roughly exponentially with respect to energy at fixed nonforward scattering angles. For the purposes of this paper we understand by "Orear behavior" the following asymptotic relation upon the scattering

[^51]amplitude ${ }^{4}$ :
\[

$$
\begin{equation*}
f(k, \theta)-O\left[\exp \left(-2 k b \sin \frac{1}{2} \theta\right)\right], \tag{1.1}
\end{equation*}
$$

\]

with $b>0$, as the wavenumber $k \rightarrow \infty$ with the scattering angle $\theta$ fixed away from the forward direction. ${ }^{5}$

The object here is to find a class of (nonsingular) central potentials $V(r)$ such that (1.1) is valid for the corresponding scattering amplitude. It is obviously necessary that the first Born approximation $f_{1}$ obey the order relation (1.1) in order that (1.1) be valid for $\notin$ for sufficiently weak potentials. ${ }^{6}$ One can easily see that $f_{1}$ obeys (1.1) for potentials which are even in $r$ and analytic in $r$ in a strip about the real axis. For definiteness we limit our considerations to potentials which are analytic in the region $|\operatorname{Im} r|<r_{0}$ and have the following representation for positive $r_{0}{ }^{7}$ :

$$
\begin{equation*}
V(r)=\int_{0}^{\infty} d \alpha \sigma(\alpha) \exp \left[-\alpha\left(r^{2}+r_{0}^{2}\right)\right] . \tag{1.2}
\end{equation*}
$$

The following conditions are placed upon the weight function $\sigma(\alpha)$ :
(a) $\sigma(\alpha)$ is continuous for $\alpha>0$, and it possesses a finite derivative almost everywhere,
(b) $\lim _{\alpha \rightarrow 0^{+}} \sigma(\alpha)=0$, and
(c) the integral

$$
\begin{equation*}
Q(\epsilon)=\int_{0}^{\infty} d \alpha \alpha^{-\frac{3}{4}}\left|\sigma^{\prime}(\alpha)\right| \exp (-\alpha \epsilon) \tag{1.3}
\end{equation*}
$$

converges for every $\epsilon>0$. We then show in Sec. 2 that

[^52]if the potential has a representation of the form (1.2) subject to conditions (a) to (c), the corresponding scattering amplitude satisfies relation (1.1) for every $b<r_{0}$. An example of such a potential is $V(r)=$ $\left(r^{2}+r_{0}^{2}\right)^{-n}$ for $n>\frac{7}{4}$.
One may obtain more restrictive asymptotic bounds upon the scattering amplitude at higher energies if further conditions are imposed upon $\sigma$. With this in mind we place an additional condition upon $\sigma$.
(d) The following integrals converge:
(i) $\int_{0}^{\infty} d \alpha|\sigma(\alpha)|$,
(ii) $\int_{0}^{\infty} d \alpha\left|\sigma^{\prime}(\alpha)\right|$.

It is shown in Sec. 2 that if $\sigma$ meets conditions (a) to (d), the scattering amplitude obeys relation (1.1) with $b=r_{0}$ as well. Furthermore, in Sec. 3 additional conditions are placed upon $\sigma$.
(e) $\sigma(\alpha) \geq 0$ for $\alpha \geq 0$.
(f) For positive $\alpha$ there exists some positive number $\lambda$ such that $\sigma^{\prime}(\alpha)+\lambda^{2} \sigma(\alpha) \geq 0$.
(g) For some number $p \geq 0$ the following integrals converge for $0 \leq q \leq p$ :
(i) $\int_{0}^{\infty} d \alpha \alpha^{\alpha}|\sigma(\alpha)|$,
(ii) $\int_{0}^{\infty} d \alpha \alpha^{\alpha+1}\left|\sigma^{\prime}(\alpha)\right|$,
(iii) $\int_{0}^{\infty} d \alpha \alpha^{a+1}\left|\sigma^{\prime \prime}(\alpha)\right|$.
(h) Finally, for $p$ as chosen above there exist constants $K$ and $\alpha_{0}$ such that $\sigma(\alpha) \geq K / \alpha^{p+2}$ for $\alpha>\alpha_{0}$.
Under conditions (a) to (h) upon $\sigma$ we will establish the following limit involving the scattering amplitude $f(k, \theta)$ and its first Born approximation $f_{1}(k, \theta)$ :

$$
\begin{equation*}
\lim _{\substack{k \rightarrow \infty \\ \theta \text { fixed }}} f(k, \theta) / f_{1}(k, \theta)=1 . \tag{1.4}
\end{equation*}
$$

It should be noted that the limit of the above function at fixed momentum transfer is known to be unity for a wide class of potentials. However, the limit here is taken at fixed angles of scattering.

An example of a potential meeting conditions (a) to $(\mathrm{h})$ is $V(r)=\lambda \exp \left[-\alpha_{0}\left(r^{2}+r_{0}^{2}\right)^{\frac{1}{2}}\right]$, for which the corresponding weight function is

$$
\sigma(\alpha)=\left(\lambda / 2 \pi^{\frac{1}{2}}\right)\left(\alpha_{0} / \alpha^{\frac{3}{2}}\right) \exp \left(-\alpha_{0}^{2} / 4 \alpha\right) .
$$

In Sec. 4 we speculate that relation (1.1) is valid for members of a broader class of potentials than (1.2).

## 2. OREAR BEHAVIOR

We define the scattering amplitude through the usual asymptotic limit of positive energy solutions of
the time-independent Schrödinger equation. From the Schrödinger equation one can obtain the familiar Born series expansion of the scattering amplitude, which is written formally as follows:

$$
\begin{equation*}
f=V+V G_{k} V+V G_{k} V G_{k} V+\cdots, \tag{2.1}
\end{equation*}
$$

where $V$ is the potential and $G_{k}$ is the free Green's function. We factor the potential formally through the relation $V(r)=v_{1}(r) \cdot v_{2}(r)$. Then the Born series may be written formally as

$$
\begin{equation*}
f=V+v_{1} W v_{2}+v_{1} W^{2} v_{2}+\cdots, \tag{2.2}
\end{equation*}
$$

where $W=v_{2} G_{k} v_{1}$.
Let us define the Fourier transform of the potential through the relation

$$
\begin{equation*}
V(\mathbf{q})=(2 \pi)^{-3} \int d \mathbf{x} V(x) \exp (-i \mathbf{q} \cdot \mathbf{x}) \tag{2.3}
\end{equation*}
$$

The Fourier conjugates to $v_{1}$ and $v_{2}$ are similarly defined. Then the formal relation (2.2) can be written as

$$
\begin{align*}
f\left(k, k^{\prime}\right)= & 2 \pi^{2}\left[-V\left(k^{\prime}-k\right)\right. \\
& +\int d p_{1} d p_{2} v_{2}\left(p_{1}-k\right) W\left(p_{1}, p_{2}\right) v_{1}\left(k^{\prime}-p_{2}\right) \\
& -\int d p_{1} d p_{2} d p_{3} v_{2}\left(p_{1}-k\right) W\left(p_{1}, p_{2}\right) \\
& \left.\times W\left(p_{2}, p_{3}\right) v_{1}\left(k^{\prime}-p_{3}\right)+\cdots\right] .
\end{align*}
$$

Then the expression for $W$ is

$$
\begin{align*}
W\left(p_{1}, p_{2}\right)= & (4 \pi)^{-1} \int \frac{d \mathbf{x}_{1} d \mathbf{x}_{2}}{(2 \pi)^{3}} v_{2}\left(x_{1}\right) v_{1}\left(x_{2}\right) \\
& \times \exp \left\{-i\left(\mathbf{p}_{2} \cdot \mathbf{x}_{1}-\mathbf{p}_{1} \cdot \mathbf{x}_{2}\right)\right\} \\
& \times \exp \left\{i k\left|\mathbf{x}_{1}-\mathbf{x}_{2}\right|\right\} / / \mathbf{x}_{1}-\mathbf{x}_{2} \mid . \tag{2.4}
\end{align*}
$$

We now require that the potential factors $v_{1}$ and $v_{2}$ have representations analogous to (1.2) with the same number $r_{0}$ as in the representation (1.2), i.e., there must exist $\rho_{1}$ and $\rho_{2}$ such that

$$
\begin{equation*}
v_{1}(r)=\int_{0}^{\infty} d \alpha \rho_{2}(\alpha) \exp \left[-\alpha\left(r^{2}+r_{0}^{2}\right)\right] \tag{2.5}
\end{equation*}
$$

The object here is to obtain a relatively simple bound upon $W$. Let us use the representation (2.5) of the potential factors to write

$$
\begin{aligned}
& W\left(p_{1}, p_{2}\right)=\frac{1}{32 \pi^{4}} \int_{0}^{\infty} \int_{0} d \alpha d \beta \rho_{1}(\alpha) \rho_{2}(\beta) \\
& \times \exp \left[-\alpha\left(r^{2}+r_{0}^{2}\right)\right] J\left(\alpha, \beta, p_{1}, p_{2}\right) .
\end{aligned}
$$

The following bound upon $J$ can be obtained:

$$
\begin{aligned}
&\left|J\left(\alpha, \beta, p_{1}, p_{2}\right)\right| \leq 4 \pi^{3} k^{-1}(\alpha+\beta)^{-1}(\alpha \beta)^{-\frac{1}{2}} \\
& \times \exp \left(-\left(p_{2}-p_{1}\right)^{2} / 4(\alpha+\beta)\right) .
\end{aligned}
$$

As a result we derive a bound upon $|W|$ of the form

$$
\begin{align*}
\left|W\left(p_{1}, p_{2}\right)\right| & \leq \frac{K\left(p_{2}-p_{1}\right)}{k} \\
& =(8 \pi k)^{-1} \iint_{0}^{\infty} \frac{d \alpha d \beta}{\alpha+\beta} \frac{\left|\rho_{1}(\alpha)\right|\left|\rho_{2}(\beta)\right|}{[\alpha \beta]^{\frac{1}{2}}} \\
& \times \exp \left[-(\alpha+\beta) r_{0}^{2}-\left(p_{2}-p_{1}\right)^{2} / 4(\alpha+\beta)\right] . \tag{2.6}
\end{align*}
$$

The bound (2.6) of $W$ may be used to bound each term of the Born series (2.2) in a relatively simple way.

Let us define functions $\bar{v}_{1}$ and $\bar{v}_{2}$ by the relations

$$
\underset{2}{\bar{v}_{1}(r)}=\int_{0}^{\infty} d \alpha\left|\rho_{1}(\alpha)\right| \exp \left[-\alpha\left(r^{2}+r_{0}^{2}\right)\right]
$$

and let $\vartheta(r)=\bar{v}_{1}(r) \cdot \bar{v}_{2}(r)$. We define the Fourier transforms of $\bar{v}_{1}$ and $\bar{v}_{2}$ as in the relation (2.3) for $V$. Then the scattering amplitude may be bounded by the following series:

$$
\begin{aligned}
& \left|f\left(k^{\prime}-k\right)\right| \\
& \qquad \leq 2 \pi^{2}\left[\left|V\left(k^{\prime}-k\right)\right|\right. \\
& \quad+k^{-1} \int d p_{1} d p_{2} \bar{v}_{2}\left(p_{1}-k\right) K\left(p_{2}-p_{1}\right) \bar{v}_{1}\left(k^{\prime}-p_{2}\right) \\
& \quad+k^{-2} \int d p_{1} d p_{2} d p_{3} \bar{v}_{2}\left(p_{1}-k\right) K\left(p_{2}-p_{1}\right) \\
& \left.\quad \times K\left(p_{3}-p_{2}\right) \bar{v}_{1}\left(k^{\prime}-p_{3}\right)+\cdots\right] .
\end{aligned}
$$

The following theorem on convolution integrals may be applied:

$$
\begin{aligned}
& \int d p_{1} \cdots d p_{n} a_{1}\left(q-p_{1}\right) a_{2}\left(p_{1}-p_{2}\right) \\
& \times a_{3}\left(p_{2}-p_{3}\right) \cdots a_{n}\left(p_{n-1}-p_{n}\right) a_{n+1}\left(p_{n}-t\right) \\
&=(2 \pi)^{-3} \int d x a_{1}(x) a_{2}(x) a_{3}(x) \cdots a_{n}(x) a_{n+1}(x) \\
& \times \exp [-i(q-t) \cdot x],
\end{aligned}
$$

where $a_{i}(p)$ and $a_{i}(x)$ are Fourier conjugates as in (2.3). Thus the modulus of the scattering amplitude may be bounded as follows:

$$
\begin{align*}
& |f(k, \Delta)| \\
& \begin{array}{l}
\leq 2 \pi^{2}|V(\Delta)| \\
\quad+\left\lvert\, \frac{1}{4 \pi} \int d x \bar{v}_{1}(x) \bar{v}_{2}(x)\left[\frac{K(x)}{k}+\left(\frac{K(x)}{k}\right)^{2}+\cdots\right]\right. \\
\quad \times \exp \{-i \Delta \cdot x\} \mid \\
\leq 2 \pi^{2}|V(\Delta)| \\
\quad+\frac{1}{4 \pi k} \left\lvert\, \int d x \cup(x) \frac{K(x)}{1-[K(x) / k]} \exp \{-i \Delta \cdot x\} .\right.
\end{array}
\end{align*}
$$

We can easily obtain the following expressions for $\vartheta(x)$ and $K(x)$ from their definitions:

The formal manipulations of this section can be justified if the following conditions are met:
(a) $V(r)$ is finite for real $r$ and is square integrable as a function of $r$.
(b) There exists a suitable factorization $v_{1} \cdot v_{2}=V$ such that $v_{1}(r), v_{2}(r), \bar{v}_{1}(r), \bar{v}_{2}(r)$, and $\vartheta(r)$ are similarly well-defined and square-integrable functions of $\mathbf{r}$.
(c) $K(p)$ given in Eq. (2.6) is absolutely integrable as well as square integrable over $\mathbf{p}$.
(d) The conjugate function $K(x)$ given in Eq (2.9) is bounded uniformly by some number $C$ for all real $x$.
With these four conditions one can prove that the steps leading to equality (2.7) are rigorous and that the right side of (2.7) is finite for $k>C$.

One can prove that conditions (a) to (d) of this section are met if there exists a factorization $v_{1}(x)$. $v_{2}(x)=V(x)$ such that the corresponding weight functions $\rho_{1}$ and $\rho_{2}$ satisfy the following conditions:

$$
\begin{equation*}
L_{\frac{1}{2}}(\epsilon)=\int_{0}^{\infty} d \alpha \alpha^{-\frac{3}{4}}\left|\rho_{\frac{1}{2}}(\alpha)\right| \exp (-\alpha \epsilon) \tag{2.10}
\end{equation*}
$$

must be finite for every $\epsilon>0$. We will prove (d) explicitly, to illustrate the method used in proving the others,
$K(x) \leq K(0)$

$$
=\pi^{\frac{1}{2}} \iint_{0}^{\infty} d \alpha d \beta[(\alpha+\beta) /(\alpha \beta)]^{\frac{1}{2}}\left|\rho_{1}(\alpha)\right|\left|\rho_{2}(\beta)\right|
$$

$$
\times \exp \left[-(\alpha+\beta) r_{0}^{2}\right]
$$

We let $r_{0}^{2}=\epsilon_{1}+\epsilon_{2}$, where $\epsilon_{1}$ and $\epsilon_{2}$ are both positive. Thus

$$
\begin{aligned}
K(0)= & \pi^{\frac{1}{2}} \int_{0}^{\infty} d \alpha \alpha^{-\frac{3}{2}}\left|\rho_{1}(\alpha)\right| \exp \left[-\alpha \epsilon_{1}\right] \\
& \times \int_{0}^{\infty} d \beta \beta^{-\frac{3}{4}}\left|\rho_{2}(\beta)\right| \exp \left[-\beta \epsilon_{1}\right] h\left(\alpha, \beta, \epsilon_{2}\right)
\end{aligned}
$$

One can show that $h\left(\alpha, \beta, \epsilon_{2}\right) \leq\left(e \epsilon_{2}\right)^{-1}$, so that $K(0) \leq\left(\pi^{\frac{1}{2}} / e \epsilon_{2}\right) L_{1}\left(\epsilon_{1}\right) L_{2}\left(\epsilon_{1}\right)$, which is finite.

We will now show that if conditions (a) to (c) of Sec. 1 are met, a suitable factorization subject to (2.10)

$$
\begin{align*}
& \vartheta(x)=\int_{0}^{\infty} \int_{0} d \alpha d \beta\left|\rho_{1}(\alpha)\right|\left|\rho_{2}(\beta)\right| \\
& \times \exp \left\{-(\alpha+\beta)\left(r^{2}+r_{0}^{2}\right)\right\},  \tag{2.8}\\
& K(x)=\pi^{\frac{1}{2}} \int_{0}^{\infty} d \alpha d \beta\left|\rho_{1}(\alpha)\right|\left|\rho_{2}(\beta)\right|[(\alpha+\beta) /(\alpha \beta)]^{\frac{1}{2}} \\
& \times \exp \left\{-(\alpha+\beta)\left(r^{2}+r_{0}^{2}\right)\right\} \text {. } \tag{2.9}
\end{align*}
$$

exists. We choose to factor $V(r)$ into

$$
\begin{align*}
& v_{1}(r)=\left(r^{2}+r_{0}^{2}\right) V(r), \\
& v_{2}(r)=\left(r^{2}+r_{0}^{2}\right)^{-1} . \tag{2.11}
\end{align*}
$$

One can see explicitly that $\rho_{2}(\alpha)=1$ and $\rho_{1}$ and $\sigma$ are related by the integral equation $\sigma(\alpha)=\int_{0}^{\alpha} d \beta \rho_{1}(\beta)$. Under the assumption of conditions (a) and (b) of Sec. 1 the solution to this equation is

$$
\rho_{1}(\alpha)=\sigma^{\prime}(\alpha)
$$

Condition (c) of Sec. 1 implies the finiteness of $L_{1}(\epsilon)$, whereas one may explicitly calculate $L_{2}$ to obtain $L_{2}(\epsilon)=\Gamma\left(\frac{1}{4}\right) \epsilon^{-\frac{1}{4}}$. Thus this factorization meets conditions (2.10), so that the inequality is valid under conditions (a) to (c) of Sec. 1.
We wish to obtain a bound of the form (1.1) upon the scattering amplitude. For that purpose we rewrite the inequality (7) as

$$
\begin{align*}
& |f(k, \Delta)| \\
& \quad \leq(4 \pi)^{-1}\left|\int d \mathbf{x} \vartheta(x)\left[1-\frac{K(x)}{k}\right]^{-1} \exp (-i \Delta \cdot \mathbf{x})\right| \tag{2.7'}
\end{align*}
$$

Since $\mathcal{\vartheta}$ and $K$ depend only upon $|x|$ and are even in $|x|$, we can rewrite the inequality as

$$
\begin{align*}
& |f(k, \Delta)| \\
& \quad=(2 i \Delta)^{-1}\left|\int_{-\infty}^{\infty} d x \vartheta(x)\left[1-\frac{K(x)}{k}\right]^{-1} \exp (i \Delta x)\right| . \tag{2.12}
\end{align*}
$$

We pick a number $b<r_{0}$, and we distort the contour of $x$ integration in (2.12) from the real axis to the line $\operatorname{Im} x=b$. (We will see that such a distortion is justified.) We let $\epsilon=r_{0}^{2}-b^{2}$. Then for real $s$ we can use (2.9) to show that

$$
\begin{aligned}
&|K(s+i b)| \leq K(i b) \\
&= \pi^{\frac{1}{2}} \int_{0}^{\infty} \int_{0}^{\infty} d \alpha d \beta\left|\rho_{1}(\alpha)\right|\left|\rho_{2}(\beta)\right|[(\alpha+\beta) /(\alpha \beta)]^{\frac{1}{2}} \\
& \times \exp \{-(\alpha+\beta) \epsilon\} .
\end{aligned}
$$

One can use Eq. (2.10) above to show that $K(i b)$ is finite, just as it was used to prove condition (d) above. Now we require that $k>2 K(i b)$, so that

$$
\left|\left[1-k^{-1} K(s+i b)\right]^{-1}\right|<2 .
$$

Then one can use (12) to bound $|f|$ as follows:

$$
|f(k, \Delta)| \leq \frac{\exp (-\Delta b)}{\Delta} \int_{-\infty}^{\infty} d s(|s|+b)|\vartheta(s+i b)| .
$$

We can use relation (2.8) for $\mathcal{V}$ along with condition (2.10) to show that the above integral is finite. Since it is independent of $\Delta$ and $k$ it is just a number. The
following bound is thus valid for sufficiently large $\Delta$ and $k$ :

$$
|f(k, \Delta)| \leq C \exp \{-\Delta b\},
$$

from this one can easily deduce the order relation (1.1).
We now wish to show that conditions (a) to (d) of Sec. 1 allow us to prove an order relation such as (1.1) with $b=r_{0}$; the previous considerations allow us to conclude this only for $b<r_{0}$. The approach is to distort the contour of integration in (2.7') to that given by $\operatorname{Im} r=b$. One can hope to do this only if $\vartheta$ and $K$ have "finite singularities" at $r=i r_{0}$, such as the branch point in the function $\exp \left\{-\alpha_{0}\left(r^{2}+r_{0}^{2} \frac{1}{2}\right\}\right.$. We can show that $\mathcal{V}\left(i r_{0}\right)$ and $K\left(i r_{0}\right)$ are finite if the following integrals of $\rho_{1}$ and $\rho_{2}$ are finite:

$$
\begin{align*}
I_{1} & =\int_{0}^{\infty} d \alpha\left|\rho_{1}(\alpha)\right|,  \tag{2.13}\\
G_{\frac{1}{2}} & =\int_{0}^{\infty} d \alpha \alpha^{-\frac{1}{2}}\left|\rho_{1}^{2}(\alpha)\right| . \tag{2.14}
\end{align*}
$$

It is necessary to require that $k>2 K\left(i r_{0}\right)$, so that $\left|K\left(u+i r_{0}\right)\right|<\frac{1}{2} k$ and

$$
\left[1-k^{-1} K\left(u+i r_{0}\right)\right]^{-1}<2 .
$$

We now distort the contour in Eq. (2.12) to obtain

$$
\begin{aligned}
|f(k, \Delta)| \leq \Delta^{-1} \exp \{ & -\Delta b\} \\
& \times \int_{-\infty}^{\infty} d u\left(|u|+r_{0}\right)\left|\vartheta\left(u+i r_{0}\right)\right| .
\end{aligned}
$$

We use Eq. (2.9) to obtain the bound

$$
\begin{aligned}
& \left|\vartheta\left(u+i r_{0}\right)\right| \\
& \quad \leq \int_{0}^{\infty} d \alpha d \beta\left|\rho_{1}(\alpha)\right|\left|\rho_{2}(\beta)\right| \exp \left\{-(\alpha+\beta) u^{2}\right\} .
\end{aligned}
$$

This leads to the following bound upon $f$ :

$$
\begin{aligned}
&|f(k, \Delta)| \leq \Delta^{-1} \exp \left\{-\Delta r_{0}\right\} \int_{0}^{\infty} \int_{0}^{\infty} d \alpha d \beta\left|\rho_{1}(\alpha)\right|\left|\rho_{2}(\beta)\right| \\
& \times\left\{(\alpha+\beta)^{-1}+[\pi / \alpha+\beta]^{\frac{1}{2}} r_{0}\right\}
\end{aligned}
$$

Under the assumption of conditions (2.13) and (2.14) one can show that

$$
\begin{equation*}
|f(k, \Delta)| \leq C \exp \left\{-\Delta r_{0}\right\} \tag{2.15}
\end{equation*}
$$

for sufficiently large $k$ and $\Delta$. Thus (1.1) is valid for $b=r_{0}$.

In view of the previous requirement (2.10), the integrals (2.13) and (2.14) can fail to converge only as $\alpha \rightarrow \infty$. One can show that if (2.10) and (2.13) are finite integrals, then (2.14) must of necessity be finite. It is thus necessary to show that conditions (a) to (d) of Sec. 1 are sufficient to guarantee a factorization for which the integrals are finite. We will establish this
by exhibiting such a factorization of $V$, namely

$$
\begin{aligned}
& v_{1}(r)=\left(r^{2}+r_{0}^{2}+\lambda^{2}\right) V(r), \\
& v_{2}(r)=\left(r^{2}+r_{0}^{2}+\lambda^{2}\right)^{-1},
\end{aligned}
$$

where $\lambda>0$. Under the constraint $\sigma(0)=0$, the corresponding weight functions are

$$
\begin{aligned}
& \rho_{1}(\alpha)=\sigma^{\prime}(\alpha)+\lambda^{2} \sigma(\alpha) \\
& \rho_{2}(\alpha)=\exp \left\{-\lambda^{2} \alpha\right\}
\end{aligned}
$$

Then $I_{1} \leq \int_{0}^{\infty} d \alpha\left|\sigma^{\prime}(\alpha)\right|+\lambda^{2} \int_{0}^{\infty} d \alpha|\sigma(\alpha)|$, which is finite by condition (d). One can calculate $I_{2}$ explicitly to obtain the finite result $I_{2}=\lambda^{-2}$.
We have thus shown that conditions (a) to (d) are sufficient to guarantee that the scattering amplitude obeys the following relation as $k \rightarrow \infty$ at fixed angles:

$$
f(k, \theta)=O\left[\exp \left(-2 k r_{0} \sin \frac{1}{2} \theta\right)\right] .
$$

## 3. CONVERGENCE TO THE FIRST BORN APPROXIMATION

In this section we will show that the scattering amplitude asymptotically approaches the first Born approximation at high energies for a fixed angle of scattering for potentials which satisfy conditions (a) to (h) in Sec. 1. That is, for this class of potentials we will show that

$$
\begin{equation*}
\lim _{\substack{k \rightarrow \infty \\ \theta \operatorname{Axed}}} \frac{f(k, \theta)}{f_{1}(k, \theta)}=1 . \tag{1.4}
\end{equation*}
$$

The proof of this will be carried out in two steps. First we will show that there is a number $K^{\prime}$ such that for sufficiently large $\Delta$,

$$
\begin{equation*}
\left|f_{1}(\Delta)\right| \geq K^{\prime} \Delta^{-(p+3)} \exp \left(-\Delta r_{0}\right) \tag{3.1}
\end{equation*}
$$

where $p$ is given in condition (g). Then we will show that

$$
\begin{equation*}
\left|f(k, \Delta)-f_{1}(\Delta)\right|=o\left(k^{-(p+3)} \exp \left\{-\Delta r_{0}\right\}\right) \tag{3.2}
\end{equation*}
$$

as $k$ and $\Delta$ become large. One can then conclude (1.4) from (3.1) and (3.2). We will give the explicit proof here only with $p=0$; however, the proof can easily be extended to $p>0$.

We begin by proving (3.1). By our conventions

$$
-f_{1}(\Delta)=\frac{\pi^{\frac{1}{2}}}{4} \int_{0}^{\infty} d \alpha \alpha^{-\frac{5}{2}} \sigma(\alpha) \exp \left\{-\left(\alpha r_{0}^{2}+\Delta^{2} / 4 \alpha\right)\right\} .
$$

Now since $\sigma(\alpha) \geq 0$ and $\sigma(\alpha) \geq K \alpha^{-2}$ for $\alpha>\alpha_{0}$,

$$
\begin{aligned}
-f_{1}(\Delta) \geq & \frac{\pi^{\frac{1}{2}} K}{4} \int_{a}^{\infty} d \alpha \alpha^{-\frac{7}{2}} \exp \left\{-\left(\alpha r_{0}^{2}+\Delta^{2} / 4 \alpha\right)\right\} \\
\geq & \frac{\pi^{\frac{1}{2}} K}{4} \int_{0}^{\infty} d \alpha \alpha^{-\frac{3}{2}} \exp \left\{-\left(\alpha r_{0}+\Delta^{2} / 4 \alpha\right)\right\} \\
& -\int_{0}^{\alpha_{0}} d \alpha \alpha^{-\frac{7}{2}} \exp \left\{-\left(\alpha r_{0}^{2}+\Delta^{2} / 4 \alpha\right)\right\} .
\end{aligned}
$$

One can show that

$$
\begin{aligned}
& \int_{0}^{\alpha_{0}} d \alpha \alpha^{-\frac{3}{2}} \exp \left\{-\left(\alpha r_{0}^{2}+\Delta^{2} / 4 \alpha\right)\right\} \\
& \quad=O\left(\exp \left\{-\Delta^{2} / 4 \alpha_{0}\right\}=o\left(\Delta^{-3} \exp \left\{-\Delta r_{0}\right\}\right)\right.
\end{aligned}
$$

$$
\text { as } \Delta \rightarrow \infty
$$

and the first integral may be calculated explicitly:

$$
\begin{aligned}
\int_{0}^{\infty} d \alpha \alpha^{\frac{7}{8}} \exp & \left\{-\left(\alpha r_{0}^{2}+\Delta^{2} / 4 \alpha\right)\right\} \\
= & 2\left[2 r_{0} / \Delta\right]^{\frac{5}{2}} K_{\frac{5}{2}}\left(\Delta r_{0}\right) \geq \frac{8 \pi^{\frac{1}{2}} r_{0}^{2}}{\Delta^{3}} \exp \left\{-\Delta r_{0}\right\} .
\end{aligned}
$$

(We have used some well-known properties of modified Bessel functions in the last step.) Thus the inequality (3.1) is proved.

For the proof of inequality (3.2) the following lemma is useful.

Lemma: If $p(\alpha)$ is defined for $\alpha \geq 0$ such that the integrals

$$
\int_{0}^{\infty} d \alpha|p(\alpha)| \text { and } \int_{0}^{\infty} d \alpha \alpha\left|p^{\prime}(\alpha)\right|
$$

converge, then $\alpha p(\alpha)$ is bounded for $0 \leq \alpha \leq \infty$ and $\alpha p(\alpha) \rightarrow 0$ as $\alpha \rightarrow \infty$. Further, if we define

$$
U(q)=\int_{0}^{\infty} d \alpha \alpha^{-\frac{3}{2}} p(\alpha) \exp \left\{-\left(\alpha r_{0}^{2}+q^{2} / 4 \alpha\right)\right\},
$$

then $U(q)=o\left(q^{-2} \exp \left\{-q r_{0}\right\}\right)$ as $q \rightarrow \infty$.
We will now outline the proof of Eq. (3.2).
We consider potentials defined by Eq. (1.2) with $\sigma(\alpha)$ being restricted such that the following integrals converge:
(i) $\int_{0}^{\infty} d \alpha|\sigma(\alpha)|$,
(ii) $\int_{0}^{\infty} d \alpha\left|\sigma^{\prime}(\alpha)\right|$,
(iii) $\int_{0}^{\infty} d \alpha \alpha\left|\sigma^{\prime}(\alpha)\right|$,
(iv) $\int_{0}^{\infty} d \alpha \alpha\left|\sigma^{\prime \prime}(\alpha)\right|$.

It is convenient to choose the factorization $v_{1} \cdot v_{2}=$ $V$ such that $v_{1}$ and $v_{2}$ are given as follows:

$$
\begin{aligned}
& \rho_{1}(\alpha)=\sigma^{\prime}(\alpha)+\lambda^{2} \sigma(\alpha), \\
& \rho_{2}(\alpha)=\exp \left\{-\lambda^{2} \alpha\right\} .
\end{aligned}
$$

One can then use properties (i) to (iv) to show that the following integrals involving $\rho_{1}$ and $\rho_{2}$ converge:
(v) $\int_{0}^{\infty} d \alpha \alpha\left|\rho_{i}^{\prime}(\alpha)\right|$,
(vi) $\int_{0}^{\infty} d \alpha\left|\rho_{i}(\alpha)\right|$,
(vii) $\int_{0}^{\infty} d \alpha \alpha^{-\frac{1}{2}}\left|\rho_{i}(\alpha)\right|$.

We rewrite Eq. (2.8) in the form

$$
\begin{equation*}
\vartheta(x)=\int_{0}^{\infty} d \alpha \bar{\sigma}(\alpha) \exp \left\{-\alpha\left(x^{2}+r_{0}^{2}\right)\right\}, \tag{3.3}
\end{equation*}
$$

where

$$
\bar{\sigma}(\alpha)=\int_{0}^{\alpha} d \beta\left|\rho_{1}(\beta)\right|\left|\rho_{2}(\alpha-\beta)\right| .
$$

Now (v) and (vi) are used to prove that the following integrals involving $\bar{\sigma}$ are convergent:

$$
\begin{aligned}
& \text { (viii) } \int_{0}^{\infty} d \alpha \bar{\sigma}(\alpha), \\
& \text { (ix) } \int_{0}^{\infty} d \alpha \alpha\left|\bar{\sigma}^{\prime}(\alpha)\right| .
\end{aligned}
$$

Let us rewrite Eq. (2.9) in the form

$$
\begin{equation*}
K(x)=\int_{0}^{\infty} d \alpha \lambda(\alpha) \exp \left\{-\alpha\left(x^{2}+r_{0}^{2}\right)\right\}, \tag{3.4}
\end{equation*}
$$

where

$$
\lambda(\alpha)=\int_{0}^{\alpha} d \beta[\pi \alpha / \beta(\alpha-\beta)]^{\frac{1}{2}}\left|\rho_{1}(\alpha-\beta)\right|\left|\rho_{2}(\beta)\right| .
$$

We use (v) and (vii) to prove that the following integrals converge:
(x) $\int_{0}^{\infty} d \alpha|\lambda(\alpha)|$,
(xi) $\int_{0}^{\infty} d \alpha \alpha\left|\lambda^{\prime}(\alpha)\right|$.

Let us define a weight function $\tau(\gamma, k)$ through

$$
\begin{equation*}
K(x)\left[1-\frac{K(x)}{k}\right]^{-1}=\int_{0}^{\infty} d \gamma \tau(\gamma, k) \exp \left\{-\alpha\left(r^{2}+r_{0}^{2}\right)\right\} . \tag{3.5}
\end{equation*}
$$

It is easily shown that $\tau$ is related to $\lambda$ by the integral equation

$$
\tau(\gamma, k)=\lambda(\gamma)+\frac{1}{k} \int_{0}^{\gamma} d \beta \lambda(\gamma-\beta) \tau(\beta, k) .
$$

A number $k_{0}$ is then defined as the maximum of these three finite numbers:
(a) The l.u.b. of $\alpha \lambda(\alpha)$ for $0 \leq \alpha \leq \infty, 8$
(b) $\int_{0}^{\infty} d \alpha \alpha\left|\lambda^{\prime}(\alpha)\right|$,
(c) $\int_{0}^{\infty} d \alpha \lambda(\alpha)$.

Then if we define a function $\tau(\gamma) \equiv \tau\left(\gamma, 2 k_{0}\right)$, we can show that

$$
\begin{equation*}
0 \leq \tau(\gamma, k) \leq \tau(\gamma) \text { for } k>2 k_{0} . \tag{3.6}
\end{equation*}
$$

It can be shown through the use of (x) and (xi) that

[^53]the following integrals involving $\tau$ converge:
\[

$$
\begin{aligned}
& \text { (xii) } \int_{0}^{\infty} d \gamma|\tau(\gamma)| \\
& \text { (xiii) } \int_{0}^{\infty} d \gamma \gamma\left|\tau^{\prime}(\gamma)\right|
\end{aligned}
$$
\]

It is convenient to write the inequality (2.7) as follows:

$$
\begin{align*}
& \left|f(k, \Delta)-f_{1}(\Delta)\right| \\
& \quad \leq(4 \pi k)^{-1} \int d \mathbf{x} \vartheta(x) \frac{K(x)}{1-(K(x) / k)} \exp \{-i \Delta \cdot \mathbf{x}\} \tag{2.7}
\end{align*}
$$

We insert the representations (3.3) and (3.5) into this equation and explicitly perform the integration over $\mathbf{x}$ to obtain

$$
\begin{align*}
\mid f(k, \Delta) & -f_{1}(\Delta) \mid \\
\leq & \frac{\pi^{\frac{1}{2}}}{4 k} \int_{0}^{\infty} d \beta \bar{\sigma}(\beta) \int_{0}^{\infty} d \gamma \tau(\gamma, k)(\beta+\gamma)^{-\frac{3}{2}} \\
& \quad \times \exp \left\{-(\beta+\gamma) r_{0}^{2}-\Delta^{2} / 4(\beta+\gamma)\right\} . \tag{3.7}
\end{align*}
$$

Let us restrict $k$ to $k>2 k_{0}$ and use the inequality (3.6) to rewrite (3.7) in the form

$$
\begin{align*}
& \left|f(k, \Delta)-f_{1}(\Delta)\right| \\
& \quad \leq \frac{\pi^{\frac{1}{2}}}{4 k} \int_{0}^{\infty} d \alpha \alpha^{-\frac{3}{2}} \mu(\alpha) \exp \left\{-\left(\alpha r_{0}^{2}+\Delta^{2} / 4 \alpha\right)\right\} \tag{3.8}
\end{align*}
$$

where

$$
\mu(\alpha)=\int_{0}^{\alpha} d \beta \bar{\sigma}(\beta) \tau(\alpha-\beta) .
$$

Now (viii), (ix), (xii), and (xiii) are used to prove the convergence of the following integrals involving $\mu$ :

$$
\begin{aligned}
& \text { (xiv) } \int_{0}^{\infty} d \alpha \mu(\alpha), \\
& \text { (xv) } \int_{0}^{\infty} d \alpha \alpha\left|\mu^{\prime}(\alpha)\right| .
\end{aligned}
$$

We can use the convergence of integrals (xiv) and (xv) along with the inequality (3.8) in the lemma to prove that

$$
\left|f(k, \Delta)-f_{1}(\Delta)\right|=O\left(\left(k \Delta^{2}\right)^{-1} \exp \left\{-\Delta r_{0}\right\}\right)
$$

as $\Delta \rightarrow \infty$, so that at fixed angle the relation (3.2) is valid. Thus the limit (1.4) is proved. One can also extend the proof to the case $p>0$ with relative ease.

One can no doubt extend the validity of relation (1.4) to a wider class of potentials. We will show, however, that relation (1.4) cannot be so general as its fixed- $\Delta$ counterpart by giving an example of a potential whose second Born term is asymptotically larger than its first Born term. (The higher terms cannot cancel out this behavior for arbitrarily weak potentials.)

The example here is the Gaussian potential, $V(r)=$ $\lambda \exp \left\{-a r^{2}\right\}$, for which

$$
f_{1}(\Delta)=-\left(\pi^{\frac{1}{2}} \lambda / 4 a^{\frac{3}{2}}\right) \exp \left\{-\left(k^{2} / a\right) \sin ^{2} \frac{1}{2} \theta\right\}
$$

and

$$
\begin{aligned}
& \left|f_{2}(k, \theta)\right| \geq \operatorname{Im} \not f_{2}(k, \theta) \\
& \quad=\left(\lambda^{2} \pi^{3} / a^{2}\right) \exp \left\{-k^{2} / a\right\} \sinh \left\{\left(k^{2} / a\right) \cos \frac{1}{2} \theta\right\} / k \cos \frac{1}{2} \theta
\end{aligned}
$$

so that

$$
\lim _{\substack{k \rightarrow \infty \\ 0<\theta \leq \pi}} \frac{f_{1}(k, \theta)}{f_{2}(k, \theta)}=0 .
$$

There is another type of potential for which the first Born approximation oscillates, such as

$$
\begin{aligned}
V(r) & =\int_{0}^{\infty} d \alpha \sin \left(m^{2} \alpha\right) \exp \left\{-\alpha\left(r^{2}+r_{0}^{2}\right)\right\} \\
& =m^{2}\left[m^{4}+\left(r^{2}+r_{0}^{2}\right)^{2}\right]^{-1}
\end{aligned}
$$

The corresponding first Born approximation is

$$
f_{1}(\Delta)=-(\pi / 2 \Delta) \exp \{-\lambda \Delta\} \sin (\mu \Delta)
$$

where $\left[r_{0}^{2}-i m^{2}\right]^{\frac{1}{2}}=\lambda+i \mu$ with the convention $\lambda>0$. For such a potential the limit considered in Eq. (2.4) cannot be defined unambiguously.

## 4. SPECULATIONS

In the previous sections we have considered potentials of the form

$$
\begin{equation*}
V(r)=\int_{0}^{\infty} d \alpha \sigma(\alpha) \exp \left\{-\alpha\left(r^{2}+r_{0}^{2}\right)\right\} . \tag{1.2}
\end{equation*}
$$

We have placed conditions upon $\sigma$ sufficient to guarantee that $V(r)$ is analytic in $r=x+i y$ in the region $y^{2}-x^{2}<r_{0}^{2}$, and we have shown that $|f(k, \theta)| \leq \exp \left\{-2 k r_{0} \sin \frac{1}{2} \theta\right\}$ as $k \rightarrow \infty$ at fixed angles.

There are cases in which this bound is economical, as is seen in Sec. 3. On the other hand, in the case considered at the end of Sec. 3,

$$
V(r)=m^{2}\left[m^{4}+\left(r^{2}+r_{0}^{2}\right)^{2}\right]^{-1}
$$

we saw that $f_{1}(\Delta)=O(\exp \{-\lambda \Delta\})$ as $\Delta \rightarrow \infty$, where
$\lambda=\left[\frac{1}{2}\left(r_{0}^{2}+\left(r_{0}^{4}+m^{4}\right)^{\frac{1}{2}}\right]^{\frac{1}{2}}\right.$. This potential is analytic in the strip $|\operatorname{Im} r|<\lambda$. We are thus led to speculate about potentials which are analytic in a strip.

Let us consider the representation of potentials which are even in $r$ and analytic in the strip $|\operatorname{Im} r|<b$, namely

$$
\begin{equation*}
V(r)=\int_{0}^{\infty} d \alpha \tau(\alpha)\left[\left(r^{2}+(b+i \alpha)^{2}\right)\left(r^{2}+(b-i \alpha)^{2}\right)\right]^{-1} . \tag{4.1}
\end{equation*}
$$

The formal expression for the first Born approximation is

$$
\begin{equation*}
f_{1}(\Delta)=-\frac{\pi}{4 b} \exp \{-\Delta b\} \int_{0}^{\infty} d \alpha \tau(\alpha) \frac{\sin \Delta \alpha}{\Delta \alpha} \tag{4.2}
\end{equation*}
$$

We see that $f_{1}(\Delta)=O(\exp \{-\Delta b\})$ as $\Delta \rightarrow \infty$ if either of the following integrals of $\tau$ converges:

$$
\begin{gather*}
\int_{0}^{\infty} d \alpha|\tau(\alpha)|,  \tag{4.3}\\
\int_{0}^{\infty} d \alpha \alpha^{-1}|\tau(\alpha)| . \tag{4.4}
\end{gather*}
$$

One can show that if conditions (4.3) and (4.4) are satisfied the second Born approximation satisfies the relation

$$
f_{2}(k, \theta)=O(\exp \{-\Delta b\})
$$

as $k \rightarrow \infty$ for a fixed angle $\theta .{ }^{9}$
One is thus led to conjecture that the scattering amplitude itself exhibits Orear behavior for potentials of the form (4.1) with reasonable conditions such as (4.3) and (4.4) placed upon the weight function $\tau$. We have not yet been able to prove this conjecture.
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#### Abstract

An integral equation, originally derived for a perturbation expansion of the $n$-point scattering function (Pugh's equation), whose (finite) solution is the renormalized perturbation result, is derived here as an exact "strong" equation for the $n$th operator derivative of the scattering operator, whose vacuum expectation value is the $n$-point function.


## 1. INTRODUCTION

An integral equation, Eq. (3) below, for a perturbation expansion of the $n$-point scattering function was derived by Pugh from the postulates of asymptotic quantum field theory, and the assumption that off the mass shell the scattering function should be represented by the $\varphi$ products, rather than by the time-ordered products of interpolating field operators. ${ }^{1}$ This assumption was later shown to be a consequence of a generalization of Bogoliubov's causality condition. ${ }^{2}$ Pugh's equation is remarkable, because with an appropriate choice of boundary conditions, its solution is identical with the result of renormalized perturbation theory, and no divergent expressions are encountered in obtaining it. ${ }^{3}$

After the development of the differential calculus of quantized free-field operators (operator derivatives), ${ }^{4}$ it was shown ${ }^{5}$ that the exact two-point operator, the operator whose vacuum expectation value is the exact two-point function, satisfies Eq. (3), with $n=2$. The case $n>2$ was not derived, perhaps because Eq. (3) with $n=2$ does not imply Eq. (3) with $n>2$, and so a derivation must start further back in the theory, perhaps because the notation was not concise enough to write compact equations with arbitrary $n$, or because it did not appear to be necessary, as the $n=2$ operator equation was enough to yield the renormalized results.

Now that there is interest in nonperturbative solutions of Pugh's equation, ${ }^{6}$ it is desirable to have an

[^55]exact derivation. Furthermore, in his discussion of boundary conditions for Pugh's equation, Wray ${ }^{3}$ was obliged to inquire rather deeply into the diagram structure of the $n$-point operator. He did this by means of an equation similar to the operator equation to be derived here, but valid only as an operator distribution over a left space of test functions. The equation we derive here is not so restricted. We show that Pugh's equation is satisfied, for any $n$, by the exact $n$-point operator, as a "strong" operator equation (in the sense to be explained) and therefore by the exact $n$-point scattering function.
In Sec. 2 we quote some of the results of asymptotic quantum field theory (AQFT) which are necessary for our derivation. In Sec. 3 we derive Pugh's equation, and in Sec. 4 we verify a necessary condition for the existence of solutions. We confine our discussion to neutral self-interacting scalar particles, although there are no obstacles to extending it to charged particles and up to spin one.

## 2. RESULTS OF AQFT

In terms of the (assumed) complete set of normalordered products of asymptotic incoming free-field operators $a(x)$ of physical mass $m$, satisfying

$$
\begin{equation*}
K_{x} a(x) \equiv\left(\square-m^{2}\right) a(x)=0 \tag{1}
\end{equation*}
$$

the scattering operator has the representation

$$
\begin{equation*}
S=\sum_{n=0}^{\infty} \frac{(-i)^{n}}{n!} \int \omega\left(x_{1} \cdots x_{n}\right): a\left(x_{1}\right) \cdots a\left(x_{n}\right):\left(d^{4} x\right)^{n} \tag{2}
\end{equation*}
$$

If $\omega\left(x_{1} \cdots x_{n}\right)$ has a perturbation expansion

$$
\omega\left(x_{1} \cdots x_{n}\right)=\sum_{r=0}^{\infty} g^{r} \omega^{(r)}\left(x_{1} \cdots x_{n}\right),
$$

then $\omega^{(r)}$ satisfies Pugh's equation ${ }^{1}$

$$
\begin{align*}
& \omega^{(r)}\left(x_{1} \cdots x_{n}\right)-\int B\left(x_{1} \cdots x_{n} ; y_{1} \cdots y_{n}\right) \\
& \quad \times \omega^{(r)}\left(y_{1} \cdots y_{n}\right)\left(d^{4} y\right)^{n}=\lambda^{(r)}\left(x_{1} \cdots x_{n}\right), \tag{3}
\end{align*}
$$

abbreviated as

$$
(1-B) \omega^{(r)}\left(x_{1} \cdots x_{n}\right)=\lambda^{(r)}\left(x_{1} \cdots x_{n}\right)
$$

where

$$
B=\sum_{\lambda=1}^{n} B_{\lambda}
$$

and

$$
\begin{align*}
B_{\lambda}\left(x_{1} \cdots\right. & \left.x_{n} ; y_{1} \cdots y_{n}\right) \\
= & (-1)^{n} K_{x_{1}} \cdots K_{x_{n}}\left[\prod_{j=1}^{n} \theta\left(x_{j}^{0}-x_{\lambda}^{0}\right) \Delta\left(x_{j}-y_{j}\right)\right] \\
& \times \Delta_{R}\left(x_{\lambda}-y_{\lambda}\right) \\
= & (-1)^{n} K^{n}\left(\prod_{j=1}^{n} \theta_{j \lambda}\right) \Delta^{1} \cdots \Delta_{R}^{\lambda} \cdots \Delta^{n}, \tag{4}
\end{align*}
$$

in more concise notation. The symbols used mean

$$
\begin{array}{rlrl}
K^{n} & \equiv K_{x_{1}} \cdots K_{x_{n}}, & & \theta_{j \lambda} \equiv \theta\left(x_{i}^{0}-x_{\lambda}^{0}\right) \\
\Delta^{i} & \equiv \Delta\left(x_{i}-y_{i}\right), & \Delta_{R}^{\lambda} \equiv \Delta_{R}\left(x_{\lambda}-y_{\lambda}\right)
\end{array}
$$

and the prime on the product sign means that $j \neq \lambda$ in the product. The function $\lambda^{(r)}$ satisfies the equation

$$
\begin{equation*}
B \lambda^{(r)}\left(x_{1} \cdots x_{n}\right)=0, \tag{5}
\end{equation*}
$$

which is independent of Eq. (3). $\lambda^{(r)}$ is determined by the functions $\omega^{(s)}$ with $s<r$, and is therefore known when it appears in Eq. (3). Since $B$ is idempotent, i.e.,

$$
\begin{array}{r}
\int B_{\lambda}\left(x_{1} \cdots x_{n} ; y_{1} \cdots y_{n}\right) B_{\mu}\left(y_{1} \cdots y_{n} ; z_{1} \cdots z_{n}\right)\left(d^{4} y\right)^{n} \\
=\delta_{\lambda \mu} B_{\lambda}\left(x_{1} \cdots x_{n} ; z_{1} \cdots z_{n}\right), \tag{6}
\end{array}
$$

so that $B^{2}=B$, a necessary condition that a solution of Eq. (3) exist is that Eq. (5) be true, and independent of Eq. (3).
If the exact $\omega\left(x_{1} \cdots x_{n}\right)$ is determined uniquely off as well as on the mass shell (by dynamical assumptions), and is a symmetric function of its arguments, then the $m$ th operator derivative of $S$ is given by ${ }^{4}$

$$
\begin{align*}
& i^{m} \frac{\delta^{m} S}{\delta a\left(x_{1}\right) \cdots \delta a\left(x_{m}\right)}=\sum_{n=0}^{\infty} \frac{(-i)^{n}}{n!} \\
& \quad \times \int \omega\left(x_{1} \cdots x_{m} y_{1} \cdots y_{n}\right): a\left(y_{1}\right) \cdots a\left(y_{n}\right):\left(d^{4} y\right)^{n} \tag{7}
\end{align*}
$$

and this is the operator whose vacuum expectation value is $\omega\left(x_{1} \cdots x_{m}\right)$. We also have, from the definition of the operator derivative,

$$
\begin{equation*}
[a(x), S]=-i \int \Delta(x-y) \delta S / \delta a(y) d^{4} y \tag{8}
\end{equation*}
$$

If one defines a current operator

$$
\begin{equation*}
j(x)=i S^{*} \delta S / \delta a(x) \tag{9}
\end{equation*}
$$

then it is possible to construct an interpolating field operator

$$
\begin{equation*}
A(x) \equiv a(x)+\alpha(x) \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha(x)=-\int \Delta_{R}(x-y) j(y) d^{4} y \tag{11}
\end{equation*}
$$

such that $A(x)$ satisfies the field equation

$$
\begin{equation*}
K_{x} A(x)=j(x), \tag{12}
\end{equation*}
$$

and has the correct LSZ asymptotic limits ${ }^{7}$
$\int \Delta(x-y) \frac{\stackrel{\rightharpoonup}{\partial}}{\partial y^{0}} A(y) d^{3} y \rightarrow\left\{\begin{array}{l}a(x), y^{0} \rightarrow-\infty \\ S^{*} a(x) S, y^{0} \rightarrow+\infty .\end{array}\right.$
So far we have been describing an operator functional called the operator derivative. If we wish to define an operation, called "differentiating with respect to the operator $a(x)$," and denoted variously by

$$
\begin{equation*}
\frac{\delta}{\delta a\left(x_{i}\right)} \equiv \delta_{x_{i}} \equiv \delta_{i} \tag{14}
\end{equation*}
$$

such that this operation commutes with ordinary differentiation and integration, then we must distinguish between operator equations which are "strong" and those which are "weak" with respect to this operation. ${ }^{5}$ Strong equations are those which yield valid operator equations after operator differentiation any number of times. Weak equations are those which do not. It is most convenient to take the field equations (1) and (12) as weak, ${ }^{8,9}$ all other operator equations in this paper are strong, and therefore no special symbol will be used to indicate this fact. The strong equation we will derive is

$$
\begin{equation*}
(1-B) i^{m} S^{*} \delta_{1} \cdots \delta_{m} S=\Lambda\left(x_{1} \cdots x_{m}\right) \tag{15}
\end{equation*}
$$

where $\Lambda$ is an operator which satisfies the strong equation

$$
\begin{equation*}
B \Lambda\left(x_{1} \cdots x_{m}\right)=0 \tag{16}
\end{equation*}
$$

Eq. (16) is to be proved without using Eq. (15).

## 3. DERIVATION OF EQ. (15)

We start with a representation of the scattering operator which follows from the postulates of AQFT and the strong Bogoliubov causality condition

$$
\begin{equation*}
\delta_{y}\left(S^{*} \delta_{x} S\right)=0 \tag{17}
\end{equation*}
$$

[^56]outside the forward light cone of $(x-y)$. It is ${ }^{10}$
\[

$$
\begin{align*}
i^{m} S^{*} \delta_{1} & \cdots \delta_{m} S \\
& =K_{1} \cdots K_{m} \sum_{l=0}^{m}(-1)^{l} T_{+}\left(A^{m-l}\right) T_{-}\left(a^{l}\right) \tag{18}
\end{align*}
$$
\]

The compact notation on the right-hand side of Eq. (18) is meant to indicate that each term in the sum over $l$ is itself a sum over all partitions of the variables $x_{1} \cdots x_{m}, l$ of them assigned to operators $a$, the remaining $m-l$ to operators $A . T_{+}\left(T_{-}\right)$is the positively (negatively) time-ordered product. Thus

$$
\begin{align*}
& T_{ \pm}\left(A^{0}\right)=1, \quad T_{ \pm}\left(A^{1}\right)=A, \quad T_{ \pm}\left(A^{m}\right)=T_{ \pm}\left(A_{1} \cdots A_{m}\right), \\
& T_{+}\left(A^{m-1}\right) T_{-}(a)=\sum_{k=1}^{m} T_{+}\left(A_{1} \cdots \Lambda_{k} \cdots A_{m}\right) a_{k} \\
& T_{+}\left(A^{m-2}\right) T_{\_}\left(a^{2}\right)  \tag{19}\\
& \quad=\sum_{k_{2}>k_{1} \geq 1}^{m} T_{+}\left(A_{1} \cdots \Lambda_{k_{1} k_{2}} \cdots A_{m}\right) T_{-}\left(a_{k_{1}} a_{k_{2}}\right),
\end{align*}
$$

etc. The symbol $\Lambda_{k 1 k 2} \ldots$ indicates that the factors $A_{k 1}, A_{k 2}, \cdots$ are missing from the product $A_{1} \cdots A_{m}$. $A_{i}=A\left(x_{i}\right)$. We may set $A=a+\alpha$ in Eq. (18), and rearrange the terms, obtaining

$$
\begin{equation*}
T_{+}\left(A^{m-l}\right)=\sum_{\mu=0}^{m-l} T_{+}\left(\alpha^{\mu} a^{m-l-\mu}\right) . \tag{20}
\end{equation*}
$$

As in Eq. (18), each term in the sum over $\mu$ is itself a sum over all partitions of the $m-l$ variables $x_{i}$, $\mu$ of them assigned to operators $\alpha$, the remaining $m-l-\mu$ to operators $a$. For example, with $\mu=1$, one of the terms in the sum over partitions is

$$
T_{+}\left(\alpha a^{m-l-1}\right)=\sum_{k=1}^{m-2} T_{+}\left(a_{i_{1}} a_{i_{2}} \cdots \alpha_{i_{k}} \cdots a_{i_{m-l}}\right)
$$

If we change the summation index in Eq. (20) from $\mu$ to $\mu^{\prime}=m-\mu$, substitute in Eq. (18), and exchange the order of summation over $l$ and $\mu^{\prime}$, we have

$$
\begin{align*}
i^{m} S^{*} \delta_{1} & \cdots \delta_{m} S \\
& =K^{m} \sum_{\mu=0}^{m} \sum_{l=0}^{\mu}(-1)^{l} T_{+}\left(\alpha^{m-\mu} a^{\mu-l}\right) T_{-}\left(a^{l}\right) . \tag{21}
\end{align*}
$$

We are now able to apply a remarkable ordering theorem, relating the time-ordered product to the multiple-retarded commutator, ${ }^{11}$ which in the present case and in the present notation is

$$
\begin{equation*}
T_{+}\left(\alpha^{m-\mu} a^{\mu-l}\right)=\sum_{k=0}^{\mu-l}\left[a, T_{+}\left(\alpha^{m-\mu}\right)\right]_{R}^{k} T_{+}\left(a^{\mu-l-k}\right) . \tag{22}
\end{equation*}
$$

Each term in the sum over $k$ is as usual a sum over all partitions of the ( $\mu-l$ ) operators $a\left(x_{i}\right), k$ of them appearing in the $k$-fold retarded commutator, defined

[^57]by
\[

$$
\begin{align*}
& {\left[a, T_{+}\right]_{R}^{k}=\left[a,\left[a, T_{+}\right]_{R}^{k-1}\right]_{R},}  \tag{23}\\
& {\left[a, T_{+}\right]_{R}^{1}=\left[a, T_{+}\right]_{R}, \quad\left[a, T_{+}\right]_{R}^{0}=T_{+},}
\end{align*}
$$
\]

and the remainder in the $T_{+}$product. There is no sum over permutations of the operators $a(x)$ in the multiple retarded commutator, since it is already symmetric in them by virtue of the Jacobi identity. Substitution of Eq. (22) in Eq. (21) and exchanging the order of summation over $k$ and $l$ yields

$$
\begin{align*}
i^{m} S^{*} \delta_{1} \cdots \delta_{m} S= & K^{m} \sum_{\mu=0}^{m} \sum_{k=0}^{\mu}\left[a, T_{+}\left(\alpha^{m-\mu}\right)\right]_{R}^{k} \\
& \times \sum_{l=0}^{\mu-k}(-1)^{l} T_{+}\left(a^{\mu-k-l}\right) T_{-}\left(a^{l}\right) \\
= & K^{m} \sum_{\mu=0}^{m-1}\left[a, T_{+}\left(\alpha^{m-\mu}\right)\right]_{R}^{\mu}, \tag{24}
\end{align*}
$$

since, as will be shown in the Appendix, the sum over $l$ in the second-last equation vanishes, except when $\mu-k=0$, in which case it is the unit operator. Note that there is no term $\mu=m$, since for such a term

$$
\left[a, T_{+}\left(\alpha^{0}\right)\right]_{R}^{m}=[a, 1]_{R}^{m}=0
$$

## Extracting B

The integral kernel $B$ is contained in the term $\mu=$ $m-1$ of Eq. (24). We exhibit the dependence of this term on the variables $x_{\lambda}, x_{1}, \cdots x_{m}$ one at a time, making use of Eq. (8). Thus

$$
\begin{align*}
{[a, \alpha]_{R}^{m-1} } & =\sum_{\lambda=1}^{m}\left[a, \alpha\left(x_{\lambda}\right)\right]_{R}^{m-1} \\
& =\sum_{\lambda=1}^{m}\left[a,\left[a\left(x_{1}\right), \alpha\left(x_{\lambda}\right)\right]_{R}\right]_{R}^{m-2} \\
& =\sum_{\lambda=1}^{m} \theta_{1 \lambda} \int \Delta\left(x_{1}-y_{1}\right)\left[a,-i \delta_{\nu_{1}} \alpha\left(x_{\lambda}\right)\right]_{R}^{m-2} d^{4} y_{1} . \tag{25}
\end{align*}
$$

We repeat this procedure for $x_{2}$, etc., and in the end use Eq. (11), and obtain

$$
K^{m}[a, \alpha]_{R}^{m-1}
$$

$$
\begin{align*}
= & (-1)^{m} K^{m}(i)^{m-1} \sum_{\lambda=1}^{m} \prod_{j=1}^{m} \theta_{j \lambda} \int \Delta^{1} \cdots \Delta_{R}^{\lambda} \cdots \Delta^{m} \\
& \times \delta_{y_{2}} \cdots \Lambda_{v_{\lambda}} \cdots \delta_{y_{m}} j\left(y_{\lambda}\right)\left(d^{4} y\right)^{m} \\
= & i^{m-1} \sum_{\lambda=1}^{m} B_{\lambda} \delta_{1} \cdots \Lambda_{\lambda} \cdots \delta_{m} j_{\lambda} . \tag{26}
\end{align*}
$$

The operator derivatives commute with each other, and therefore may be written in any order, so we may abbreviate

$$
\delta_{1} \cdots \delta_{m}=\delta^{m}, \quad \delta_{1} \cdots \Lambda_{2} \cdots \delta_{m}=\delta^{m-1}
$$

It will be clear from the context which variable is to
be omitted in $\delta^{m-1}$. From the definition of $j(x)$, Eq. (9), we have

$$
\begin{align*}
-i \delta^{m-1} j_{\lambda} & =\delta^{m-1}\left(S^{*} \delta_{\lambda} S\right) \\
& =S^{*} \delta^{m} S+\sum_{k=1}^{m-1}\left(\delta^{k} S^{*}\right)\left(\delta^{m-1-k} \delta_{\lambda} S\right) \tag{27}
\end{align*}
$$

Each term in the summation over $k$ is itself a sum of all partitions of the operator derivatives $\delta_{1}, \cdots, \Lambda_{\lambda}$, $\cdots, \delta_{m}, k$ of them differentiating $S^{*}$, the remaining $m-1-k$ differentiating $\delta_{\lambda} S$. This completes the extraction of $B$, as we now have

$$
\begin{align*}
K^{m}[a, \alpha]_{R}^{m-1}= & B i^{m} S^{*} \delta^{m} S \\
& +i^{m} \sum_{i=1}^{m} B_{2} \sum_{k=1}^{m-1}\left(\delta^{k} S^{*}\right)\left(\delta^{m-1-k} \delta_{\lambda} S\right), \tag{28}
\end{align*}
$$

so that we can rewrite Eq. (24) in the promised form

$$
\begin{equation*}
(1-B) i^{m} S^{*} \delta^{m} S=\Lambda_{a}+\Lambda_{b}, \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{a}=K^{m} \sum_{\mu=0}^{m-2}\left[a, T_{+}\left(\alpha^{m-\mu}\right)\right]_{R}^{\mu}, \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda_{b}=i^{m} \sum_{\lambda=1}^{m} B_{\lambda} \sum_{k=1}^{m-1}\left(\delta^{k} S^{*}\right)\left(\delta^{m-1-k} \delta_{\lambda} S\right) . \tag{31}
\end{equation*}
$$

## 4. PROOF THAT $B\left(\Lambda_{a}+\Lambda_{b}\right)=0$

Since $B$ is idempotent (Eq. (6)), $B \Lambda_{b}=\Lambda_{b}$. Therefore, in order to show that $B\left(\Lambda_{a}+\Lambda_{b}\right)=0$, we show that $B \Lambda_{a}=-\Lambda_{b}$. We will have to integrate expressions of the form

$$
\int \Delta^{1} \cdots \Delta_{R}^{\lambda} \cdots \Delta^{m} K^{m}\left[a, T_{+}\left(\alpha^{m-\mu}\right)\right]_{R}^{\mu}\left(d^{4} y\right)^{m}
$$

Although the sum over $\lambda$ and $\mu$ of all such expressions is symmetric in the variables not integrated, $x_{1} \cdots x_{m}$, and therefore independent of the order in which the integrations are performed, any one such expression will depend on the order of integration. However, if we perform the integration in the fixed order $y_{1} \cdots y_{m}$, for each such expression, we will not run the risk of losing or duplicating terms when we sum.

We start with $\mu=0$. Then

$$
\begin{align*}
& \int \Delta^{1} \cdots \Delta_{R}^{\lambda} \cdots \Delta^{m} K_{\psi}^{m} T_{+}\left(\alpha_{\eta}^{m}\right)\left(d^{4} y\right)^{m} \\
& \quad=\int \Delta^{1} \cdots \Delta_{R}^{\lambda} \cdots \Delta^{m} j_{1} \cdots \Lambda_{\lambda} \cdots j_{m} j_{\lambda}\left(d^{4} y\right)^{m} \tag{32}
\end{align*}
$$

where

$$
K_{v}^{m} T_{+}\left(\alpha_{v}^{m}\right) \equiv K_{v_{1}} \cdots K_{\nu_{m}} T_{+}\left[\alpha\left(y_{1}\right) \cdots \alpha\left(y_{m}\right)\right],
$$

and

$$
j_{i} \equiv j\left(y_{i}\right)
$$

Proof: Integrate $y_{1}$ by parts. The volume term
vanishes, and the surface terms are

$$
\begin{align*}
& \int \Delta^{1} K_{y_{1}} T_{+}\left(\alpha_{y}^{m}\right) d^{4} y_{1}=\left(\lim _{v_{1} \rightarrow-\infty}-\lim _{v_{1} \rightarrow-\infty}\right) \\
& \times \int \Delta^{1} \frac{\stackrel{\rightharpoonup}{\partial}}{\partial y_{1}^{0}} T_{+}\left(\alpha_{v}^{m}\right) d^{3} y_{1} \\
&= \lim _{y_{1} \rightarrow-\infty} \int \Delta^{1} \frac{\stackrel{\leftrightarrow}{\partial}}{\partial y_{1}^{0}} T_{+}\left(\alpha_{y}^{m-1}\right) \alpha\left(y_{1}\right) d^{3} y_{1} \\
& \quad-\lim _{y_{1} \rightarrow+\infty} \int \Delta^{1} \frac{\stackrel{\rightharpoonup}{\partial}}{\partial y_{1}^{0}} \alpha\left(y_{1}\right) T_{+}\left(\alpha_{y}^{m-1}\right) d^{3} y_{1} . \tag{33}
\end{align*}
$$

Since $\alpha=A-a$, the asymptotic condition, Eq. (13), together with (8), (9), and (11) give

$$
\begin{align*}
& \int \Delta(x-y) \frac{\stackrel{\rightharpoonup}{\partial}}{\partial y^{0}} \alpha(y) d^{3} y \\
& \rightarrow \begin{cases}0, & y^{0} \rightarrow-\infty \\
-\int \Delta(x-z) j(z) d^{4} z, & y^{0} \rightarrow+\infty,\end{cases} \tag{34}
\end{align*}
$$

and so

$$
\begin{align*}
& \int \Delta^{1} K_{y_{1}} T_{+}\left(\alpha_{v}^{m}\right) d^{4} y_{1} \\
& \quad=\int \Delta^{1} j\left(y_{1}\right) T_{+}\left(\alpha\left(y_{2}\right) \cdots \alpha\left(y_{m}\right)\right) d^{4} y_{1} . \tag{35}
\end{align*}
$$

We continue, integrating in order $y_{2} \cdots y_{i-1}$, and obtain for the left-hand side of Eq. (32) the expression

$$
\begin{align*}
\int \Delta^{1} \cdots \Delta_{R}^{\lambda} \cdots \Delta^{m} j_{1} & \cdots j_{\lambda-1} K_{v_{\lambda}}
\end{aligned} \begin{aligned}
& K_{v m} \\
& \times T_{+}\left(\alpha\left(y_{\lambda}\right) \cdots \alpha\left(y_{m}\right)\right)\left(d^{4} y\right)^{m} . \tag{36}
\end{align*}
$$

The integration by parts over $y_{2}$ gives only a volume term,

$$
\begin{align*}
\int \Delta_{R}^{\lambda} K_{v_{\lambda}} T_{+}\left(\alpha\left(y_{\lambda}\right)\right. & \left.\cdots \alpha\left(y_{m}\right)\right) d^{4} y_{\lambda} \\
& =-T_{+}\left(\alpha\left(x_{\lambda}\right) \alpha\left(y_{\lambda+1}\right) \cdots \alpha\left(y_{m}\right)\right) \tag{3}
\end{align*}
$$

because both surface terms vanish, at $y_{\lambda}^{0} \rightarrow-\infty$ because of Eq. (34), and at $y_{\lambda}^{0} \rightarrow+\infty$ because of $\Delta_{R}^{1}$. Once past $y_{\lambda}$, we may integrate the remaining $y$ variables, as in Eq. (35). At the end we substitute Eq. (11), and obtain (32).

For the general case, we show that

$$
\begin{align*}
& \int \Delta^{1} \cdots \Delta_{R}^{\lambda} \cdots \Delta^{m} K_{y}^{m}\left[a_{y}, T_{+}\left(\alpha_{y}^{m-y}\right)\right]_{R}^{\mu}\left(d^{4} y\right)^{m} \\
& \quad=\int \Delta^{1} \cdots \Delta_{R}^{\lambda} \cdots \Delta^{m} \\
& \quad x_{k_{\mu}>} \sum_{\sum_{>k_{1} \geq 1}^{\prime}}^{m} j_{1} \cdots i \delta_{k_{1}} \cdots, \cdots i \delta_{k_{1}} \cdots j_{m} j_{\lambda}\left(d^{4} y\right)^{m} . \tag{38}
\end{align*}
$$

The operator product on the right-hand side of (38) is the same product of currents as in Eq. (32), but $j_{k i} \equiv j\left(y_{k i}\right)$ is replaced by the operator derivative $i \delta_{k i} \equiv i \delta / \delta a\left(y_{k i}\right)$, which acts on everything to its right, $i=1,2, \cdots, \mu, k_{i} \neq \lambda$, and the expression is summed over all such possible substitutions. The proof is by induction. We suppose that Eq. (38) holds for any $n \leq m$, and any $\nu<\mu$, such that $\nu<n$. (If $v \geq n$ there would be no such expression.) $\mu=0$ is a special case of Eq. (38). First we extract $y_{1}$ from the left-hand side of (38). The method is similar to that of Eq. (33). We have

$$
\begin{align*}
{\left[a, T_{+}\left(\alpha^{m-\mu}\right)\right]_{R}^{\mu}=\left[a\left(y_{1}\right),\right.} & {\left.\left[a, T_{+}\left(\alpha^{m-\mu}\right)\right]_{R}^{\mu-1}\right]_{R} } \\
+ & {\left[a, T_{+}\left(\alpha\left(y_{1}\right) \alpha^{m-1-\mu}\right)\right]_{R}^{\mu} . } \tag{39}
\end{align*}
$$

When we integrate $y_{1}$ by parts the volume term vanishes, and the surface integral of the term with $a\left(y_{1}\right)$ vanishes when $y_{1}^{0} \rightarrow-\infty$, because of the retarded commutator in which it appears. When $y_{1}^{0} \rightarrow+\infty$, the retarded commutator with $a\left(y_{1}\right)$ becomes an ordinary commutator, so

$$
\begin{align*}
\int \Delta(x-y) K_{y} & {[a(y), Q]_{R} d^{4} y } \\
& =-\lim _{\nu_{1} \rightarrow+\infty} \int \Delta(x-y) \frac{\stackrel{\leftrightarrow}{\partial}}{\partial y^{0}}[a(y), Q] d^{3} y \\
& =\int \Delta(x-z) i \delta_{z} Q d^{4} z \tag{40}
\end{align*}
$$

according to Eq. (8). The surface integral of the term with $\alpha\left(y_{1}\right)$ vanishes when $y_{1}^{0} \rightarrow-\infty$, because

$$
\begin{aligned}
T_{+}\left(\alpha\left(y_{1}\right) \alpha^{m-1-\mu}\right) & \rightarrow T_{+}\left(\alpha^{m-1-\mu}\right) \alpha\left(y_{1}\right), \\
{\left[a, \alpha\left(y_{1}\right)\right]_{R} } & \rightarrow\left[a, \alpha\left(y_{1}\right)\right],
\end{aligned}
$$

so that

$$
\left[a, T_{+}\left(\alpha\left(y_{1}\right) \alpha^{m-1-\mu}\right)\right]_{R}^{\mu} \rightarrow F(a) \alpha\left(y_{1}\right)+G(a)\left[a, \alpha\left(y_{1}\right)\right],
$$

where $F$ and $G$ are operator functionals of $a$, and Eq. (34) applies. When $y_{1}^{0} \rightarrow+\infty$,

$$
\begin{aligned}
{\left[a, T_{+}\left(\alpha\left(y_{1}\right) \alpha^{m-1-\mu}\right)\right]_{R}^{\mu} } & \rightarrow\left[a, \alpha\left(y_{1}\right) T_{+}\left(\alpha^{m-1-\mu}\right)\right]_{R}^{\mu} \\
& \rightarrow \alpha\left(y_{1}\right) H(a)+\left[a, \alpha\left(y_{1}\right)\right]_{R} K(a),
\end{aligned}
$$

and the retarded commutator with $\alpha\left(y_{1}\right)$ vanishes, so that

$$
\begin{align*}
\int \Delta^{1} K_{y_{1}} & {\left[a, T_{+}\left(\alpha\left(y_{1}\right) \alpha^{m-1-\mu}\right)\right]_{R}^{\mu} d^{4} y_{1} } \\
& =-\lim _{y_{1} \rightarrow+\infty} \int \Delta^{1} \frac{\stackrel{\rightharpoonup}{\partial}}{\partial y_{1}^{0}} \alpha\left(y_{1}\right)\left[a, T_{+}\left(\alpha^{m-1-\mu}\right)\right]_{R}^{\mu} d^{3} y_{1} \\
& =\int \Delta^{1} j\left(y_{1}\right)\left[a, T_{+}\left(\alpha^{m-1-\mu}\right)\right]_{R}^{\mu} d^{4} y_{1} \tag{41}
\end{align*}
$$

Putting together (39), (40), and (41), we have

$$
\begin{array}{r}
\int \Delta^{1} K_{v_{1}}\left[a, T_{+}\left(\alpha^{m-\mu}\right)\right]_{R}^{\mu} d^{4} y_{1}=\int \Delta^{1}\left(i \delta_{v_{1}}\left[a, T_{+}\left(\alpha^{m-\mu}\right)\right]_{R}^{\mu-1}\right. \\
\left.+j\left(y_{1}\right)\left[a, T_{+}\left(\alpha^{m-1-\mu}\right)\right]_{R}^{\mu}\right) d^{4} y_{1} . \tag{42}
\end{array}
$$

Since $y_{1}$ has been extracted from the multiple commutator, it is not included in the sum over partitions of the remaining variables indicated by the notation. Therefore, either $\mu<m$, or Eq. (42) reduces to $0=0 .{ }^{12}$ In the former case we may set $\mu-1=\nu$, and $m-1=n$. Then $\nu<n$, which satisfies the induction hypothesis following Eq. (38), so that

$$
\begin{gather*}
\int \Delta^{2} \cdots \Delta_{R}^{\lambda} \cdots \Delta^{m} K_{\nu_{2}} \cdots K_{\nu_{m}}\left[a, T_{+}\left(\alpha^{m-\mu}\right)\right]_{R}^{\mu-1}\left(d^{4} y\right)^{m-1} \\
=\int \Delta^{2} \cdots \Delta_{R}^{\lambda} \cdots \Delta^{m}
\end{gathered} \quad \begin{gathered}
x_{k_{\mu}>} \sum_{\sum_{k_{2} \geq 2}^{\prime}}^{m} j_{2} \cdots i \delta_{k_{\lambda}} \cdots, \cdots i \delta_{k_{\mu}} \cdots j_{m} j_{\lambda}\left(d^{4} y\right)^{m-1} .
\end{gather*}
$$

In the term $\left[a, T_{+}\left(\alpha^{m-1-\mu}\right)\right]_{R}^{\mu}$, we extract $y_{2}$ in the same manner that we extracted $y_{1}$ from Eq. (39). We obtain an equation like Eq. (42), but with $x_{1}$, $y_{1}$, and $m$ replaced by $x_{2}, y_{2}$, and $m-1$, respectively. Since $y_{1}$ and $y_{2}$ have now been extracted from the retarded commutator of this term, either $\mu<m-1$ for this term, or there is no such term (i.e., $m=1$ ), and the induction was completed at the step before this one. In the former case we set $\nu=\mu-1$, and $n=m-2$; then $\nu<n$, and $\left[a, T_{+}\left(\alpha^{m-1-\mu}\right)\right]_{R}^{\mu-1}$ satisfies the induction hypothesis. This gives us an equation like (43), except that it starts with $\Delta^{3}$ and $j_{3}$ instead of $\Delta^{2}$ and $j_{2}$, and the sum over the indices $k_{i}$ starts with $k_{\mu}>\cdots>k_{2} \geq 3$. These considerations reduce the left-hand side of Eq. (38) to
$\int \Delta^{1} \cdots \Delta_{R}^{\lambda} \cdots \Delta^{m}$

$$
\begin{align*}
& \times\left\{i \delta_{k_{\mu}>} \sum_{i>k_{2} \geq 2}^{m} j_{2} \cdots i \delta_{k_{2}} \cdots, \cdots i \delta_{k_{\mu}} \cdots j_{m} j_{\lambda}\right. \\
& +j_{1} i \delta_{k_{\mu}}>\sum_{>k_{2} \geq 3}^{m} j_{3} \cdots i \delta_{k_{2}} \cdots, \cdots i \delta_{k_{\mu}} \cdots j_{m} j_{\lambda} \\
& \left.+j_{1} j_{2} K_{3} \cdots K_{m}\left[a, T_{+}\left(\alpha^{m-2-\mu}\right)\right]_{R}^{\mu}\right\}\left(d^{4} y\right)^{m} . \tag{44}
\end{align*}
$$

In the same manner we may extract the variables $y_{3} \cdots y_{\lambda-1}$, satisfying the induction hypothesis at each step, and further reduce the left-hand side of Eq. (38) to

$$
\begin{align*}
& \int \Delta^{1} \cdots \Delta_{R}^{\lambda} \cdots \Delta^{m} \\
& \quad \times\left\{\sum_{k_{1}=1 k_{\mu}>}^{\lambda=1} \sum_{>_{k_{2}>k_{1}}^{\prime}}^{m} j_{1} \cdots i \delta_{k_{1}} \cdots, \cdots i \delta_{k_{\mu}} \cdots j_{m} j_{\lambda}\right. \\
&  \tag{45}\\
& \left.\quad+j_{1} \cdots j_{\lambda-1} K_{\lambda} \cdots K_{m}\left[a, T_{+}\left(\alpha^{m-\lambda+1-\mu}\right)\right]_{R}^{\mu}\right\}\left(d^{4} y\right)^{m} .
\end{align*}
$$

[^58]Integration over $y_{\lambda}$ produces only a volume term,

$$
\begin{align*}
& \int \Delta_{R}^{\lambda} K_{v \lambda}\left[a, T_{+}\left(\alpha\left(y_{\lambda}\right) \alpha^{m-\lambda-\mu}\right)\right]_{R}^{\mu} d^{4} y_{\lambda} \\
&=-\left[a, T_{+}\left(\alpha\left(x_{\lambda}\right) \alpha^{m-\lambda-\mu}\right)\right]_{R}^{\mu} \tag{46}
\end{align*}
$$

The surface terms vanish, at $y_{\lambda}^{0} \rightarrow+\infty$ because of $\Delta_{R}^{\lambda}$, and at $y^{0} \rightarrow-\infty$ because $y_{\lambda}$ appears only in terms $\left[a\left(y_{\lambda}\right), Q\right]_{R}$ and $\alpha\left(y_{\lambda}\right)$. Once past $y_{\lambda}$, we extract in turn the remaining $y$ variables, and at the end apply Eq. (11), thus finally reducing the left-hand side of Eq. (38) to

$$
\begin{array}{r}
\int \Delta^{1} \cdots \Delta_{R}^{\lambda} \cdots \Delta^{m} \sum_{k_{1}=1}^{m-\mu+1} \\
\sum_{k_{\mu}>}^{m} \sum_{k_{k_{3}>k_{1}}^{\prime}} j_{1} \cdots i \delta_{k_{1}} \cdots,  \tag{47}\\
\cdots i \delta_{k_{\mu}} \cdots j_{m} j_{\lambda}\left(d^{4} y\right)^{m},
\end{array}
$$

which is equal to the right-hand side of Eq. (38), because

$$
\sum_{k_{1}=1}^{m-\mu+1} \sum_{k_{\mu}>\cdots>k_{1}}^{m}=\sum_{k_{\mu} \cdots>k_{1} \geq 1}^{m}
$$

The last step in the extraction, namely

$$
\begin{align*}
& \int \Delta^{m-\mu+1} \cdots \Delta^{m} K_{m-\mu+1} \cdots K_{m}[a, \alpha]_{R}^{\mu}\left(d^{4} y\right)^{\mu} \\
& \quad=\int \Delta^{m-\mu+1} \cdots \Delta^{m} i \delta_{m-\mu+1} i \delta_{m-\mu} \cdots i \delta_{m} \alpha\left(x_{\lambda}\right)\left(d^{4} y\right) \tag{48}
\end{align*}
$$

offers no difficulty, since there are no volume terms, and assigning any variable to $\alpha$ except $x_{\lambda}$ makes the surface terms vanish as well.

Having verified Eq. (38), we supply the missing factors in front that make up $B_{\lambda}$, sum it over $\lambda$ and $\mu$, and so obtain

$$
\begin{align*}
B \Lambda_{a}=\sum_{\lambda=1}^{m} B_{\lambda} \sum_{\mu=0}^{m-2} \sum_{k_{\mu}>}^{m} \sum_{>k_{1} \geq 1}^{\prime} j_{1} & \cdots i \delta_{k_{1}} \cdots, \\
& \cdots i \delta_{k_{\mu}} \cdots j_{m} j_{\lambda} . \tag{49}
\end{align*}
$$

We can use an interesting property of the $m$-point operator, ${ }^{2}$

$$
\begin{align*}
i^{m} S^{*} \delta^{m} S & =\left(j_{1}+i \delta_{1}\right)\left(j_{2}+i \delta_{2}\right) \cdots \Lambda_{\lambda} \cdots\left(j_{m}+i \delta_{m}\right) j_{\lambda} \\
= & j_{1} \cdots \Lambda_{\lambda} \cdots j_{m} j_{\lambda}+\sum_{k=1}^{m} j_{1} \cdots i \delta_{k} \cdots j_{m} j_{\lambda} \\
\quad & +\sum_{k_{2}>k_{1} \geq 1}^{m} j_{1} \cdots i \delta_{k_{1}} \cdots i \delta_{k_{2}} \cdots j_{m} j_{\lambda} \\
& \quad+\cdots+i^{m-1} \delta^{m-1} j_{\lambda} \\
= & \sum_{\mu=0}^{m-1} \sum_{k_{\mu}>}^{m} \sum_{>k_{1} \geq 1}^{m} j_{1} \cdots i \delta_{k_{1}} \cdots, \cdots i \delta_{k_{\mu}} \cdots j_{m} j_{\lambda}, \tag{50}
\end{align*}
$$

to obtain

$$
\begin{equation*}
B \Lambda_{a}=\sum_{\lambda=1}^{m} B_{\lambda}\left(i^{m} S^{*} \delta^{m} S-i^{m-1} \delta^{m-1} j_{\lambda}\right) . \tag{51}
\end{equation*}
$$

But from Eq. (31),

$$
\begin{aligned}
\Lambda_{b} & =i^{m} \sum_{\lambda=1}^{m} B_{\lambda}\left(\delta^{m-1}\left(S^{*} \delta_{\lambda} S\right)-S^{*} \delta^{m} S\right) \\
& =\sum_{\lambda=1}^{m} B_{\lambda}\left(i^{m-1} \delta^{m-1} j_{\lambda}-i^{m} S^{*} \delta^{m} S\right) \\
& =-B \Lambda_{a} .
\end{aligned}
$$

This completes the proof that $B \Lambda=0$. This was shown to be a necessary condition for the existence of a solution to Eq. (15). That it is also a sufficient condition can be seen ${ }^{1}$ by observing that

$$
i^{m} S^{*} \delta^{m} S=\Lambda
$$

is a solution of Eq. (15).
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## APPENDIX

Proof that

$$
\begin{equation*}
\sum_{l=0}^{m}(-1)^{l} T_{+}\left(a^{m-l}\right) T_{-}\left(a^{l}\right)=\delta_{m, 0} . \tag{A1}
\end{equation*}
$$

For $m=0$, we have

$$
\begin{equation*}
T_{+}\left(a^{0}\right) T_{-}\left(a^{0}\right) \equiv 1 . \tag{A2}
\end{equation*}
$$

For $m=1$, we have

$$
\begin{equation*}
T_{+}(a) T_{-}\left(a^{0}\right)-T_{+}\left(a^{0}\right) T_{-}(a) \equiv a-a \equiv 0 \tag{A3}
\end{equation*}
$$

Now proceed by induction. Suppose that (A1) holds when $m$ is replaced by $m-1$. Exhibit $a_{1}$ :
$T_{+}\left(a^{m-l}\right) T_{-}\left(a^{l}\right)=T_{+}\left(a_{1} a^{m-1-l}\right) T_{-}\left(a^{l}\right)$

$$
\begin{equation*}
+T_{+}\left(a^{m-l}\right) T_{-}\left(a_{1} a^{l-1}\right) . \tag{A4}
\end{equation*}
$$

The ordering theorems ${ }^{11}$

$$
\begin{align*}
& T_{+}\left(a_{1} a^{n}\right)=T_{+}\left(a^{n}\right) a_{1}+\left[a_{1}, \quad T_{+}\left(a^{n}\right)\right]_{R}  \tag{A5}\\
& T_{-}\left(a_{1} a^{n}\right)=a_{1} T_{-}\left(a^{n}\right)-\left[a_{1}, T_{-}\left(a^{n}\right)\right]_{R}
\end{align*}
$$

enable us to write

$$
\begin{align*}
\sum_{l=0}^{m} & (-1)^{l} T_{+}\left(a^{m-l}\right) T_{-}\left(a^{l}\right) \\
= & \sum_{l=0}^{m-1}(-1)^{l}\left(T_{+}\left(a^{m-1-l}\right) a_{1}+\left[a_{1}, T_{+}\left(a^{m-1-l}\right)\right]_{R}\right) T_{-}\left(a^{l}\right) \\
& \quad+\sum_{l=1}^{m}(-1)^{l} T_{+}\left(a^{m-l}\right)\left(a_{1} T_{-}\left(a^{l-1}\right)-\left[a_{1}, T_{-}\left(a^{l-1}\right)\right]_{R}\right) \\
= & \sum_{l=0}^{m-1}(-1)^{l}\left\{\left(T_{+}\left(a^{m-1-l}\right) a_{1}\right.\right. \\
& \left.\quad+\left[a_{1}, T_{+}\left(a^{m-1-l}\right)\right]_{R}\right) T_{-}\left(a^{l}\right)-T_{+}\left(a^{m-1-l}\right) \\
& \left.\times\left(a_{1} T_{-}\left(a^{l}\right)-\left[a_{1}, T_{-}\left(a^{l}\right)\right]_{R}\right)\right\} \\
= & \sum_{l=0}^{m-1}(-1)^{l}\left[a_{1}, T_{+}\left(a^{m-1-l}\right) T_{-}\left(a^{l}\right)\right]_{R} \\
= & {\left[a_{1}, \sum_{l=0}^{m-1}(-1)^{l} T_{+}\left(a^{m-1-l}\right) T_{-}\left(a^{l}\right)\right]_{R}=0, \quad \text { A6) } } \tag{A6}
\end{align*}
$$

by hypothesis.
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#### Abstract

The notions of strong convergence of state vectors, introduced by Haag in his formalism of axiomatic quantum field theory, are extended to the case of vectors with an infinite number of particles but finite densities. Some general properties of nonequilibrium distribution functions are derived without the use of power series expansions or any other simplifying assumption. An integral representation is obtained for the distribution functions which makes it possible to discuss their behavior for small and large energies and to obtain some information about the singularities of these functions when continued analytically.


## I. INTRODUCTION

Many of the basic problems in the theory of nonequilibrium statistical mechanics, e.g., approach to thermodynamic equilibrium, discovery of $H$-type theorems, irreversibility, etc., are reflected in the lack of understanding of the nature of a nonequilibrium system. Many of the attempts ${ }^{1}$ have been devoted to the quantum-mechanical derivation of the Master equation for the occupation probability function which leads, in the limit of infinite time, to statistical equilibrium. Also, the early work of Bogoliubov ${ }^{2}$ has been partially successful in obtaining a Boltzmann-like equation for the distribution function.

Beginning with any available theory, the distribution functions should, in principle, be calculated from the fundamental equations of the theory. However, the analysis of the kinetic equations of Bogoliubov, for example, is limited to power-series approximations. On the other hand, derivation of the Master equation is based on assumptions which are not entirely well understood. It appears therefore suitable to obtain statements about these distribution functions without undue use of additional assumptions.

In this work, a new formalism in axiomatic quantum statistical mechanics is presented which unifies two, so far directly unrelated, disciplines: axiomatic field theory and statistical mechanics. This unification is accomplished by the strong convergence of states in axiomatic field theory, as introduced by $\mathrm{Haag}^{3}$ in his collision theory, when properly applied to statistical mechanics.

The main results are, therefore, the derivation of an integral representation for nonequilibrium distribution

[^59]functions as the superposition of equilibrium distribution functions with different temperatures and conclusions resulting from it.

## II. ASYMPTOTIC CONDITIONS IN FIELD THEORY

Before considering the asymptotic condition relevant to quantum statistical mechanics, it seems proper to summarize rather briefly the existing asymptotic conditions in field theory. Presently, the main emphasis in axiomatic quantum field theory is the construction of scattering theories. As will become evident in what follows, the fundamental assumptions of field theory are extensible to quantum statistical mechanics and this extension, together with its implications, forms the basis for the present formalism.

The Lehmann, Symanzik, and Zimmermann ${ }^{4}$ (LSZ) formulation of quantized fields introduced an asymptotic condition for the field operator $A(x)$ as a basic requirement of the theory. Let $\left\{f_{\alpha}(x)\right\}$ denote a complete and orthonormal system of positive frequency solutions of the Klein-Gordon equation

$$
\begin{equation*}
\left(\square-m^{2}\right) f_{\alpha}(x)=0 \tag{1}
\end{equation*}
$$

with

$$
\begin{equation*}
-i \int d^{3} x f_{\alpha}(x) \frac{\stackrel{\leftrightarrow}{\partial}}{\partial x_{0}} f_{\beta}^{*}(x)=\delta_{\alpha \beta} \tag{2}
\end{equation*}
$$

where
$f_{\alpha}(x) \frac{\stackrel{\leftrightarrow}{\partial}}{\partial x_{0}} f_{\beta}^{*}(x) \equiv f_{\alpha}(x) \frac{\partial}{\partial x_{0}} f_{\beta}^{*}(x)-f_{\beta}^{*}(x) \frac{\partial}{\partial x_{0}} f_{\alpha}(x)$.
The field operator $A(x)$ is given by

$$
\begin{equation*}
A(x)=\sum_{\alpha}\left\{f_{\alpha}(x) A^{\alpha}(t)+f_{\alpha}^{*}(x) A^{\alpha *}(t)\right\} \tag{4}
\end{equation*}
$$

with the coefficients

$$
\begin{equation*}
A^{\alpha}(t)=i \int_{x_{0}=t} d^{3} x A(x) \frac{\overleftrightarrow{\partial}}{\partial x_{0}} f_{\alpha}^{*}(x) \tag{5}
\end{equation*}
$$

LSZ postulate the following asymptotic condition for

[^60]
## normalizable states:

$$
\begin{equation*}
\lim _{t \rightarrow \mp \infty}\left(\Phi, A^{\alpha}(t) \Psi\right)=\left(\Phi, A_{\mathrm{in}, \mathrm{out}}^{\alpha} \Psi\right), \tag{6}
\end{equation*}
$$

where the right sides are independent of time. The fields $A_{\text {in }, \text { out }}(x)$, constructed by means of (4) with the aid of $A_{\text {in,out }}^{\alpha}$, satisfy the interaction-free KleinGordon equation (1). The operator $A_{\mathrm{in}}^{\alpha^{*}}$, when acting on the physical vacuum, creates an incoming particle with wavefunction $f_{a}(x)$ and the set of all such states may be used to construct a complete orthonormal system.
The smeared-out field $A^{a}(t)$ satisfies a weak convergence asymptotic condition ${ }^{5}$ and establishes the particle interpretation of the quantum field theory of LSZ. It should be clear that this formulation of field theory is tailored to scattering theory and in fact the main results of the LSZ formulation are analyticity properties of the $S$-matrix elements and the manyparticle structure of Green's functions.
The method of $\mathrm{Haag}^{3}$ consists in deriving a timelike asymptotic condition for scattering states from the assumed asymptotic behavior of the vacuum expectation values at spacelike directions. Suppose $A(x)$ is an "almost-local operator field" which creates a state of a single particle from the vacuum. Then the main result of Haag is that the vector

$$
\begin{equation*}
\Psi_{t} \equiv A_{f_{\alpha_{1}}}(t) \cdots A_{f_{\alpha_{n}}}(t)|0\rangle \tag{7}
\end{equation*}
$$

formed by acting on the physical vacuum with the operators (5), asymptotically, $|t| \rightarrow \infty$, approaches a constant vector. This limit is independent of the choice of $A(x)$ and is given, for the case $t \rightarrow-\infty$, by $\left|\alpha_{1} \cdots \alpha_{n}\right|^{(-)}$, i.e., the Heisenberg state with an initial configuration of $n$ particles which move before they collide according to the wavefunctions $f_{\alpha_{1}} \cdots f_{\alpha_{n}}$. The approach to the limit is in the sense of strong convergence. ${ }^{5}$

The existing asymptotic conditions in field theory are, therefore, mathematical requirements which insure every system of interacting particles to tend away from each other with increasing time so that, after a sufficiently long time, the particles are essentially free from each other's influence and, consequently, behave as interaction-free particles. It is clear that such behavior holds only for a system of a finite number of interacting particles (zero density). Therefore, the asymptotic conditions discussed so far are restricted to situations peculiar to scattering theory.

The basis of the formalism presented in this work

[^61]is to extend the notions of asymptotic conditions ${ }^{6}$ to the case of vectors with an infinite number of particles but finite density. These vectors are outside of the realm of interest of scattering theory but are of fundamental value in statistical mechanics.

Let the quantum-mechanical system, described by the ket vector $\left|\psi_{t}\right\rangle$, be specified as completely and accurately as is possible in accordance with the general laws of the theory. One makes the following basic assumptions:
(1) States of statistical equilibrium, represented by the ket vector $\left|\xi_{t}\right\rangle$, exist for the dynamical system.
(2) Every state $\left|\psi_{t}\right\rangle$ approaches, in the limit $t \rightarrow+\infty$, a unique equilibrium state $\left|\xi_{t}\right\rangle$.

The limit in (2) is in the sense of strong convergence,

$$
\begin{equation*}
\|\left|\psi_{t}\right\rangle-\left|\xi_{t}\right\rangle \| \rightarrow 0 \quad(t \rightarrow \infty) \tag{8}
\end{equation*}
$$

i.e., the norm of the difference of the vectors in Hilbert space tends toward zero as $t \rightarrow+\infty$. Note that contrary to the usual conception of equilibrium in statistical mechanics, $\left|\xi_{t}\right\rangle$ represents a single state of the system and not an ensemble of states. Interestingly enough, these types of equilibrium states have also been considered by Friedrichs and are described by myriotic fields referred to as equidistribution states. ${ }^{7}$
An interesting feature of myriotic fields is that they do not possess vacuum states. ${ }^{7}$ The vacuum state plays a central role in field theory as applied to scattering theory. However, the absence of vacuum states for myriotic fields is rewarded by the existence of equidistribution states ${ }^{7}$ which, as remarked above, are analogous to the equilibrium states introduced in the present formalism.

The use of states with an infinite number of particles avoids the so-called "Poincaré cycles." However, the Hilbert space of such vectors is not the same as the Hilbert space usually assumed in axiomatic quantum statistical mechanics. The space assumed in these theories is an infinite-dimensional separable Hilbert space. ${ }^{8}$ The more general spaces considered in the present formalism are referred to by the mathematician as nonseparable Hilbert spaces. ${ }^{9}$

[^62]
## III. INTEGRAL REPRESENTATION

The formulation of quantum statistical mechanics introduced in the preceding section, though rather axiomatic, can be readily used to derive a useful integral representation for nonequilibrium distribution functions.
The state $\left|\psi_{t}\right\rangle$, as well as its asymptotic state $\left|\xi_{t}\right\rangle$, contains a maximal amount of information which, in principle, can be deduced from experiments. However, in practice no such measurements are ever attempted. From the asymptotic nature of the equilibrium state $\left|\xi_{t}\right\rangle$ one has that the set of states $\left\{\left|\xi_{t}\right\rangle\right\}$ forms a complete set with which to describe the dynamical system. ${ }^{10}$ Therefore, for any operator $A$,

$$
\begin{equation*}
A=\sum_{\xi, \xi^{\prime}}\left|\xi_{i}\right\rangle\left\langle\xi_{t}^{\prime}\right|\left\langle\xi_{t}\right| A\left|\xi_{t}^{\prime}\right\rangle \tag{9}
\end{equation*}
$$

Suppose one considers operators which limit themselves to gross measurements of the equilibrium system. These operators are functions, for example, of the density, energy, and momenta. Then there exists a group of states $\left|\xi_{t}\right\rangle$, denoted by $\Delta$, which give rise to the same values for these measurements. One usually refers to the states $\backslash \xi_{t}$ ) as microscopic states and to the operators for gross measurements as macroscopic operators. ${ }^{11}$ Let $G$ be one such macroscopic operator, then

$$
\begin{align*}
\left\langle\xi_{t}\right| G\left|\xi_{t}^{\prime}\right\rangle & =G(\Delta) & & (\xi \in \Delta)  \tag{10}\\
& =0 & & \left(\xi^{\prime} \in \Delta\right)
\end{align*}
$$

This requirement truly defines the subspace $\Delta$ as a macroscopic state since it implies that the expectation value of any macroscopic operator is the same for any vector in $\Delta$. The subspace $\Delta$ can properly be called a macroscopic equilibrium state.

A constant is certainly a macroscopic operator. One obtains the following macroscopic orthogonality condition for the equilibrium states:

$$
\begin{array}{rlrl}
\left\langle\xi_{t} \mid \xi_{t}^{\prime}\right\rangle & =\frac{1}{N_{\Delta}} & (\xi \in \Delta)  \tag{11}\\
& \left(\xi^{\prime} \in \Delta\right) \\
& =0 & & \text { otherwise },
\end{array}
$$

where $N_{\Delta}$ represents the number of microstates contained in $\Delta$. It is clear that one must assume $N_{\Delta}$ to be finite.

For any macroscopic operator, (9) becomes

$$
\begin{equation*}
G=\sum_{\Delta} S_{\Delta} G(\Delta), \tag{12}
\end{equation*}
$$

[^63]where
\[

$$
\begin{equation*}
S_{\Delta}=\sum_{\substack{\xi^{\prime} \in \Delta \\ \xi \in \Delta}}\left|\xi_{t}\right\rangle\left\langle\xi_{t}^{\prime}\right| \tag{13}
\end{equation*}
$$

\]

$G(\Delta)\left(\operatorname{Tr} S_{\Delta}\right)$ gives the expected value of the operator $G$ for states contained in $\Delta$ and $S_{\Delta} / \operatorname{Tr} S_{\Delta}$ represents the projection operator onto the macroscopic space $\Delta$. In fact, one has from (11) and (13) the usual equations for a projection operator,

$$
\begin{gather*}
S_{\Delta} S_{\Delta^{\prime}}=S_{\Delta^{\prime}} S_{\Delta}=0 \quad\left(\Delta \neq \Delta^{\prime}\right)  \tag{14}\\
\left(S_{\Delta} / \operatorname{Tr} S_{\Delta}\right)^{2}=S_{\Delta} / \operatorname{Tr} S_{\Delta} \tag{15}
\end{gather*}
$$

For macroscopic states, the microscopic completeness relation reduces to, after using (11) and (13),

$$
\begin{equation*}
\sum_{\Delta} \frac{S_{\Delta}}{\operatorname{Tr} S_{\Delta}}=1 \tag{16}
\end{equation*}
$$

which expresses macroscopic completeness.
The above considerations, although usually associated with notions in statistical mechanics; have purely field-theoretic foundations. These arise when considering the infinite number of degrees of freedom ascribed to a field. ${ }^{12}$ In general, for states with an infinite number of particles, one must consider systems with an infinite number of degrees of freedom, thus making the infinite degrees of freedom problem in field theory of interest and relevance to statistical mechanics.

In studying the representations of the commutation (or anticommutation) relations for an infinite set of oscillators, one encounters peculiar behavior when considering the unitary transformations between different representations. ${ }^{12}$ The Hilbert space, which is formed by a nondenumerable infinity of representations of the commutation relations, is divided into mutually exclusive equivalence classes. Any vector in a given class differs from another in the same class by at most a finite number of occupation numbers (so that the vectors in one equivalence class all have the same density). Whereas, vectors from different classes differ by a denumerable infinite number of occupation numbers and, consequently, have different densities and satisfy the orthogonality condition (11). Also, the vectors from two different equivalence classes are connected by an improper unitary operator, i.e., operators whose matrix elements, between vectors in the same class, vanish. The macroscopic operators introduced above are proper operators; therefore, the matrix elements of these operators satisfy Eq. (10).

[^64]Since the dynamical system has constant energy

$$
\begin{equation*}
\left|\xi_{t}\right\rangle=e^{-i A t}|\xi\rangle, \tag{17}
\end{equation*}
$$

where $\tilde{H}$ is the macroscopic Hamiltonian operator of the system and is obtained from the microscopic $H$ by

$$
\begin{equation*}
\tilde{H}=\sum_{\Delta} \frac{S_{\Delta}}{N_{\Delta}^{2}} \operatorname{Tr}\left(H S_{\Delta}\right) \tag{18}
\end{equation*}
$$

the equilibrium state $\left|\xi_{t}\right\rangle$ is a stationary state. ${ }^{13}$ Hence, $G(\Delta)$ and $S_{\Delta}$ are actually time independent. In what follows the subscript $t$ will be dropped in denoting the equilibrium state. Also, the stationary nature of the equilibrium states implies the completeness of the set of states $\{|\xi\rangle\}$, thus corroborating this same conclusion from the basic assumptions (1) and (2). It is worth remarking that the energy eigenvalue for an equilibrium state depends on the state through $\Delta$,

$$
\begin{equation*}
\tilde{H}|\bar{\xi}\rangle=\frac{\operatorname{Tr}\left(H S_{\Delta}\right)}{N_{\Delta}}|\bar{\xi}\rangle, \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
|\bar{\xi}\rangle=\sum_{\xi \in \Lambda}|\xi\rangle \quad(\xi \in \Delta) . \tag{20}
\end{equation*}
$$

One can relax the maximal description of the system by introducing the density operator ${ }^{8}$

$$
\begin{equation*}
D_{t}=\sum_{\Delta} \frac{S_{\Delta}}{\operatorname{Tr} S_{\Delta}} P_{t}(\Delta), \tag{21}
\end{equation*}
$$

where $D_{t}$ is normalized by the condition

$$
\begin{equation*}
\operatorname{Tr} D_{t}=\sum_{\Delta} P_{t}(\Delta)=1 \tag{22}
\end{equation*}
$$

$P_{t}(\Delta)$ represents the probability of finding the system in the macrostate $\Delta$ at time $t$. The density operator $D_{t}$ describes the state of the system macroscopically and Eq. (21) is consistent with expression (12) for an arbitrary macroscopic operator.

It is interesting to note that the density operator $D_{t}$ cannot satisfy the equation of motion satisfied by the usual (microscopic) density operator. ${ }^{14}$ [Unless in the trivial case when there is no time dependence.] This can be seen directly from (13) and (19).

Consider the expected value of a microscopic operator $G$ for the system described by the density operator $D_{t}$,

$$
\begin{equation*}
\langle G\rangle_{t} \equiv \operatorname{Tr} G D_{i}=\sum_{\Delta} \hat{G}(\Delta) P_{t}(\Delta) \operatorname{Tr} S_{\Delta}, \tag{23}
\end{equation*}
$$

[^65]where the last equality follows from (10) and (11) and $\tilde{G}$ is the macroscopic operator obtained from $G$ by (18). Equation (23) expresses the desired result. It represents the expected value of any microscopic operator for any macroscopic state of the system as a superposition over the expected value of the same operator in different macroscopic equilibrium states. ${ }^{15}$

A specific microscopic operator is the ordinary operator for the number of particles of field theory. For the case when the momentum of the particles can take on any continuous value,

$$
\begin{equation*}
n(\mathbf{p})=a^{+}(\mathbf{p}) a(\mathbf{p}) \tag{24}
\end{equation*}
$$

plays the role of the density of the number of particles in three-dimensional momentum space. The operator $a^{+}(\mathbf{p})[a(\mathbf{p})]$ creates [annihilates] a particle with momentum $p$ and given mass $m .^{16}$
As an illustration, consider a gas of infinite mass. ${ }^{17}$ The steady-state velocity distribution function for such a gas is given by

$$
\begin{equation*}
f(\mathbf{v})=A e^{-(m / 2 k T)\left(\mathbf{v}-\nabla_{0}\right)^{2}} \tag{25}
\end{equation*}
$$

where all possible steady states are obtained by giving different values to the five independent constants $A$, $T$, and $\mathbf{v}_{0}$. The general representation (23) becomes, for this simple case,

$$
\begin{equation*}
f(\mathbf{v}, t)=\iiint A e^{-(m / 2 k T)\left(\gamma-v_{0}\right)^{2}} \sigma\left(\mathbf{v}_{0}, T, A ; t\right) d \mathbf{v}_{0} d T d A, \tag{26}
\end{equation*}
$$

which expresses the nonequilibrium distribution function for the gas as an integral over the equilibrium distribution functions. The function $\sigma\left(\mathrm{v}_{0}, T, A ; t\right)$, to be referred to as the spectral function, is positive definite and by (22) is normalized to unity:

$$
\begin{equation*}
\iiint \sigma\left(\mathbf{v}_{0}, T, A ; t\right) d \mathbf{v}_{0} d T d A=1 \tag{27}
\end{equation*}
$$

Since the probability of finding the nonequilibrium system in the equilibrium macrostate specified by $A$, $T$, and $\mathbf{v}_{0}$ must be finite, it follows that the worst singularity which can occur in the spectral function $\sigma\left(\mathrm{v}_{0}, T, A ; t\right)$ is a Dirac $\delta$ function and represents the attainment of equilibrium.

The explicit dependence of $f(\mathbf{v}, t)$ on the other variables, e.g., spatial dependence, has been omitted in (26). All such dependence appears only in the spectral function.

[^66]It is clear that (26) is not the most general representation possible for this type of particle. In general, one will have to consider the equilibrium distribution function which includes mass rotation. This introduces an additional integration over three variables. Similarly, the case of a gas in the presence of an external field can be so treated provided one uses the appropriate equilibrium distribution function, and so on.

Recently, the work of Suchy ${ }^{18}$ was brought to the author's attention and, with it, that of Weitzsch, ${ }^{19}$ where the integral representation (26) is introduced as an ansatz and used for the study of strong shock waves. In the original work of Weitzsch the spectral function need not be positive definite; its sign, for different ranges of the variables, is determined by the actual solution of the equations of motion. The above derivation insures the positive definiteness of the spectral function.

Suchy was able to relate, via the integral representation (26), existing approaches for the treatment of processes with weak deviation from equilibrium with methods for the study of strong deviations. In the former class, a series expansion of (26) yields Grad's expansion ${ }^{20}$ of the distribution function in tensorial Hermite polynomials. In the latter, one has the "two-stream" Gaussian distribution used by Liu and Lees ${ }^{21}$ for Couette flow and the anisotropic Gaussian distribution used by Chew, Goldberger, and Low ${ }^{22}$ for a plasma in a strong magnetic field.

The derivation of the integral representation (23) gives an understanding of the ansatz of Weitzsch. First, the ansatz is shown to be a consequence of a formalism based on fundamental physical assumptions. Second, the derivation brings forth the physical meaning of the spectral function and obtains its positive definiteness. Third, it generalizes the ansatz to other statistics.

## IV. INFINITE HOMOGENEOUS MEDIA

In the previous section, an integral representation for nonequilibrium distribution functions was derived. The representation (23) gives a physical insight into the constitution of a nonequilibrium system and may be of considerable aid in understanding nonequilibrium phenomena.

[^67]For an infinite homogeneous medium, the representation can be linked to the theory of Laplace transform from which questions of mathematical origin, but with important physical consequences, can be studied. These include, the class of functions which can be so represented, the question of the uniqueness of the spectral function, etc.

## A. Maxwell-Boltzmann Statistics

The equilibrium distribution function for a system of particles satisfying Maxwell-Boltzmann statistics is given by

$$
\begin{equation*}
n_{e q}^{\mathrm{M}-\mathrm{B}}(E, T)=2 N / \pi^{\frac{1}{2}}(1 / k T)^{\frac{3}{2}} E^{\frac{1}{2}} e^{-E / k T}, \tag{28}
\end{equation*}
$$

where $N$ is the total number of particles and is independent of the temperature $T$. The representation (23) becomes, when using (28) and after a trivial change of variable of integration,

$$
\begin{equation*}
\frac{\pi^{\frac{1}{2}}}{2 N} k \frac{n^{\mathrm{M}-\mathrm{B}}(E, t)}{E^{\frac{1}{2}}}=\int_{0}^{\infty} e^{-E \tau} \rho^{\mathrm{M}-\mathrm{B}}(\tau, t) d \tau, \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho^{\mathrm{M}-\mathrm{B}}(\tau, t)=\frac{\sigma^{\mathrm{M}-\mathrm{B}}\left[(k \tau)^{-1}, t\right]}{\tau^{\frac{1}{2}}} . \tag{30}
\end{equation*}
$$

Equation (29) establishes the equivalence between the representation and expressing the distribution function as a Laplace integral.

From the general theory of the Laplace transform, one obtains the following ${ }^{23}$ :

$$
\begin{equation*}
\int_{0}^{\infty} \rho^{\mathrm{M}-\mathrm{B}}(\tau, t) d \tau=\infty \tag{1}
\end{equation*}
$$

(2) $n^{\mathrm{M}-\mathrm{B}}(E, t) / E^{\frac{1}{2}}$ is an analytic function of $E$ for $\operatorname{Re}(E)>0$ and it is completely monotonic for $E>0$,

$$
\begin{equation*}
(-1)^{k} \frac{\partial^{k}}{\partial E^{k}}\left[\frac{n^{\mathrm{M}-\mathrm{B}}(E, t)}{E^{\frac{1}{2}}}\right] \geq 0 . \tag{32}
\end{equation*}
$$

(3) The (spectral) function $\rho^{\mathrm{M}-\mathrm{B}}(\tau, t)$ is uniquely determined by the distribution function $n^{\mathrm{M}-\mathrm{B}}(E, t)$ and is given by

$$
\begin{equation*}
\rho^{\mathrm{M}-\mathrm{B}}(\tau, t)=\frac{k(\pi)^{\frac{1}{2}}}{2 N} \frac{1}{2 \pi i} \int_{\varepsilon-i_{\infty}}^{\epsilon+i \infty} e^{E_{\tau}} \frac{n^{\mathrm{M}-\mathrm{B}}(E, t)}{E^{\frac{1}{2}}} d E, \tag{33}
\end{equation*}
$$

where the path of integration is the line $E=\epsilon$ and $\epsilon$ is infinitesimally small.

One can determine the small energy behavior of the distribution function from (31). Suppose $n^{\mathrm{M}-\mathrm{B}}(E, t)$

[^68]is finite at $E=0$, then, for $(0 \leq t<\infty)$,
\[

n^{\mathrm{M}-\mathrm{B}}(E, t) \sim E^{\beta} f(E) \quad $$
\begin{align*}
& (E \rightarrow 0)  \tag{34}\\
& \left(0 \leq \beta \leq \frac{1}{2}\right)
\end{align*}
$$
\]

where

$$
1 / f(E)=o\left(E^{-\delta}\right) \quad \begin{aligned}
& (E \rightarrow 0) \\
& (\delta>0)
\end{aligned}
$$

and

$$
f(E)=o\left(E^{-\eta)} \begin{array}{c}
(E \rightarrow 0)  \tag{35}\\
(\eta>0)
\end{array}\right.
$$

with $\delta$ and $\eta$ infinitesimally small.
If one knows the distribution function as an analytic function of the energy, from (33) one determines the spectral function and, through the representation (23), the expected value of every macroscopic operator which refers to these particles.

Finally, suppose $\rho^{\mathbb{M}-\mathrm{B}}(\tau, t)$ possesses the following asymptotic expansion for high temperature and fixed ${ }^{24} t(0 \leq t<\infty)$ :

$$
\begin{equation*}
\rho^{\mathrm{M}-\mathrm{B}}(\tau, t) \approx \sum_{n=0}^{\infty} C_{n} \tau^{\lambda_{n}} \quad\left(\frac{1}{2}<\lambda_{0}<\lambda_{1} \cdots\right) \tag{36}
\end{equation*}
$$

then for $E \rightarrow \infty,{ }^{25}$

$$
\begin{equation*}
\frac{(\pi)^{\frac{1}{2}} k}{2 N} \frac{n^{\mathrm{M}-\mathrm{B}}(E, t)}{E^{\frac{1}{2}}} \approx \sum_{n=0}^{\infty} C_{n} \frac{\Gamma(n+1)}{E^{\lambda_{n}+1}} . \tag{37}
\end{equation*}
$$

Therefore, a nonequilibrium distribution function can vanish more slowly than an equilibrium distribution function as the energy approaches infinity.. The integral (33) can be evaluated by enclosing the singularities to the left of $E=\epsilon$ by a suitable contour and making use of Cauchy's residue theorem. The value of the integral over the contour (at infinity) vanishes by (37) and one is left with only the contributions due to poles and cuts to the left of $E=\epsilon$.

## B. Bose-Einstein Statistics

For concreteness, a system of photons will be considered in studying the implications of the representation (23) for a system of particles satisfying B-E statistics. The analysis, of course, will not differ if other cases are considered.

The equilibrium distribution function for a system of photons is given by Planck's radiation law:

$$
\begin{equation*}
n_{e a}^{\mathrm{B}-\mathrm{E}}(E, T)=\frac{8 \pi}{c^{3}} \frac{E^{2}}{h^{3}} \frac{1}{e^{E / k T}-1} . \tag{38}
\end{equation*}
$$

The representation (23) becomes, after a change of

[^69]integration variable,
\[

$$
\begin{equation*}
\frac{c^{3} h^{3}}{8 \pi} \frac{k}{E^{2}} n^{\mathrm{B}-\mathrm{E}}(E, t)=\int_{0}^{\infty} \frac{\rho^{\mathrm{B}-\mathrm{E}}(r, t)}{e^{E \tau}-1} d \tau \tag{39}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\rho^{\mathrm{B}-\mathrm{E}}(\tau, t)=\frac{\sigma^{\mathrm{B}-\mathrm{E}}\left[(k \tau)^{-1}, t\right]}{\tau^{2}} \tag{40}
\end{equation*}
$$

It is clear from (39) that for fixed $t(0 \leq t<\infty)$,

$$
\begin{equation*}
\rho^{\mathrm{B}-\mathrm{E}}(\tau, t) \underset{r \rightarrow 0}{\longrightarrow} \tau^{\alpha} \quad(\alpha>0) . \tag{41}
\end{equation*}
$$

One has, then, that the singularity of the right hand of (39) at $E=0$ is a simple pole, just as for the equilibrium distribution. Thus, the low frequency photons are in equilibrium with the temperature

$$
\int_{0}^{\infty} T \sigma^{\mathrm{B}-\mathrm{E}}(T, t) d T
$$

For the general Bose gas, the preservation of this singularity is of interest in studying Bose condensation.

The integral (39) represents, to the author's knowledge, a new mathematical transform which resembles the Laplace transform and is studied in some detail in the Appendix. It follows from the theorems in the Appendix that
(1) $\left[n^{\mathrm{B}-\mathrm{E}}(E, t)\right] / E^{2}$ is an analytic function of the complex variable $E$ for $\operatorname{Re}(E)>0$ and it is completely monotonic for $E>0$. [Recall that $\left(e^{x}-1\right)^{-1}$ is completely monotonic, see (32).]
(2) The spectral function $\sigma^{\mathrm{B}-\mathrm{E}}(T, t)$ is uniquely determined by the distribution $n^{\mathrm{B}-\mathrm{E}}(E, t)$.
In proving the uniqueness of the spectral function by Theorem 4 in the Appendix, one must assume $\alpha \geq 1$ [see (41)]. This justifies taking a limit on the energy variable inside the integral sign. For instance,
$\frac{c^{3} h^{3}}{8 \pi} \frac{k}{E^{2}} n^{\mathrm{B}-\mathrm{E}}(E, t) \sim \int_{0}^{\infty} e^{-E \tau} \rho^{\mathrm{B}-\mathrm{E}}(\tau, t) d \tau \quad(E \rightarrow \infty)$.
Therefore, the representation reduces to that for M-B statistics, thus insuring the passage, in the limit of high energy, of a quantum-mechanical nonequilibrium system to a classical nonequilibrium system.

Analogous results as in (37) will follow from (42) if the function $\rho^{\mathrm{B}-\mathrm{E}}(\tau, t)$ has the behavior expressed in (36) (with $\lambda_{0}>1$ ). If one requires the total energy to be finite, then $\lambda_{0}>3$.

The spectral function $\sigma^{\mathrm{B}-\mathrm{E}}(T, t)$ is determined only by a knowledge of the high-energy behavior of the distribution and, together with (39), gives the behavior for all energies. This may seem somewhat surprising, but one must remember that quantummechanical features are already contained in the equilibrium distribution and hence in (39).

## C. Fermi-Dirac Statistics

The proofs of analyticity of the distribution function and uniqueness of the spectral function follow closely those for B-E statistics.

Consider the equilibrium distribution function where the number of particles is conserved,

$$
\begin{equation*}
n_{e q}^{\mathrm{F}-\mathrm{D}}(E, T)=\frac{D(E)}{e^{\mu} e^{E / k T}+1}, \tag{43}
\end{equation*}
$$

where $D(E)$ is a known phase-space factor and $\mu$ is a function of $T$ determined by normalization. Equations (23) and (43) give

$$
\begin{equation*}
k \frac{n^{\mathrm{F}-\mathrm{D}}(E, t)}{D(E)}=\int_{0}^{\infty} \frac{\rho^{\mathrm{F}-\mathrm{D}}(\tau, t) d \tau}{e^{\mu(\tau)} e^{\tau E}+1}, \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho^{\mathrm{F}-\mathrm{D}}(\tau, t)=\frac{\sigma^{\mathrm{F}-\mathrm{D}}\left[(k \tau)^{-1}, t\right]}{\tau^{2}} \tag{45}
\end{equation*}
$$

As before,
(1) $n^{\mathrm{F}-\mathrm{D}}(E, t) / D(E)$ is an analytic function of $E$ for $\operatorname{Re}(E)>0$ with the possible exception of the line $\operatorname{Re}(E)=\gamma$, where it may be discontinuous.
(2) The spectral function $\sigma^{\mathrm{F}-\mathbf{D}}(T, t)$ is uniquely determined from the distribution $n^{\mathrm{P}-\mathrm{D}}(E, t)$.

To obtain (2) and, consequently, the approach to the classical limit at high energy, one must assume

$$
\begin{equation*}
\frac{\rho^{\mathrm{F}-\mathrm{D}}(\tau, t)}{1+e^{\mu(\tau)}} \underset{\tau \rightarrow 0}{\longrightarrow} 0 . \tag{46}
\end{equation*}
$$

If one considers the nonrelativistic ${ }^{26}$ form for the energy $E$ in (43),

$$
\begin{equation*}
e^{-\mu(r)} \underset{r \rightarrow 0}{\longrightarrow} \tau^{\frac{3}{2}} . \tag{47}
\end{equation*}
$$

The normalization to unity of $\sigma^{\mathrm{F}-\mathrm{D}}(T, t)$ requires

$$
\begin{equation*}
\rho^{\mathrm{F}-\mathrm{D}}(\tau, t) \underset{\tau \rightarrow 0}{\longrightarrow} \tau^{\alpha} \quad(\alpha>-1) . \tag{48}
\end{equation*}
$$

Therefore, for this case (46) is satisfied.
The existence of a line of discontinuity in (1) is associated with the large $\tau$ behavior of $e^{\mu(\tau)}$ [see Appendix]. One can resort to the previous nonrelativistic case for a determination of the exact value of $\gamma$. Since this case holds rigorously for all fermions in the limit of zero temperature ${ }^{26}$

$$
\begin{equation*}
e^{\mu(\tau)} \underset{\tau \rightarrow \infty}{\longrightarrow} e^{-\gamma r} \tag{49}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=\frac{h^{2}}{2 m k}\left[\frac{3}{4 \pi} \frac{N}{V}\right]^{\frac{2}{3}} \tag{50}
\end{equation*}
$$

[^70]Therefore, if the spectral function $\sigma^{\mathrm{F}-\mathrm{D}}(T, t)$ does not vanish identically in a small neighborhood of the absolute zero, then $n^{\mathrm{F}-\mathrm{D}}(E, t) / D(E)$ will be discontinuous at $E=\gamma$.

## v. CONCLUSION

The basic attitude in the present work is to shift one's attention from the problem of "the approach to equilibrium" to that of obtaining general information derived from such behavior. A field-theoretic formulation of quantum statistical mechanics is presented and is used to obtain an integral representation which allows for the study of low- and high-energy behavior for nonequilibrium distribution functions, as well as analyticity and singularity structure in the complex energy variable. For instance, the pole at $E=0$, which appears in the Bose-Einstein equilibrium distribution, persists for the nonequilibrium case.
The theory of quantum statistical mechanics presented is based on purely axiomatic field-theoretic notions. Since axiomatic field theory is developed as a relativistic quantum theory, the formalism and results obtained are easily extended to relativistic quantum statistical mechanics.

The question of the equations of motion satisfied by the probability distribution is not studied here, but is shown to correspond to quantities considered by other authors. The representation for the distribution function prescribes the form for the initial distribution. Description not in accord with such representation cannot lead to equilibrium. For example, for M-B statistics an initial description of the particles by means of a Gaussian distribution in energy is not allowable.

## ACKNOWLEDGMENTS

The author would like to thank Dr. Robert J. Gelinas for discussions and Dr. Balram Prasad of Brandeis University for bringing Ref. 18 to the author's attention.

## APPENDIX

The integral transforms (39) and (44) are special cases of the general transform

$$
\begin{equation*}
G(p)=\int_{0}^{\infty} \frac{f(t) d t}{e^{p t}+\lambda(t)} \tag{A1}
\end{equation*}
$$

where $\lambda(t)$ is a known (real) analytic function of $t$. The function $f(t)$ is real and together with its first derivative is sectionally continuous. For $\lambda(t) \equiv 0$, (A1) reduces to the ordinary Laplace transform.
In the domain ( $0 \leq t<\infty$ ) the range of $\lambda(t)$ is contained in $(-1 \leq \lambda(t)<\infty)$. Further, the function
$\lambda(t)$ is of exponential order at infinity,

$$
\lambda(t)=o\left(e^{\gamma t}\right) \begin{array}{ll}
(t \rightarrow \infty)  \tag{A2}\\
& (\gamma>0)
\end{array}
$$

Let $p$ be a complex variable with real and imaginary parts $\sigma$ and $\tau$, respectively. One now proves Theorem 1.

## Theorem 1: If

$$
\begin{equation*}
\underset{0 \leq u \leq \infty}{\text { u.b. }}\left|\int_{0}^{u} \frac{f(t) d t}{e^{\eta_{0} t}+\lambda(t)}\right|=M<\infty \quad\left(\sigma_{0}>\gamma\right), \tag{A3}
\end{equation*}
$$

then (A1) converges for every $p$ for which $\sigma>\sigma_{0}$, and

$$
\begin{align*}
& \int_{0}^{\infty} \frac{f(t) d t}{e^{p t}+\lambda(t)} \\
& =\int_{0}^{\infty} \frac{\left(p-p_{0}\right) e^{\left(p+p_{0}\right) t}+\lambda\left(p e^{p t}-p_{0} e^{p_{0} t}\right)}{-(d \lambda / d t)\left(e^{p t}-e^{p_{0} t}\right)} \\
& \left(e^{p t}+\lambda\right)^{2} \tag{A4}
\end{align*}(t) d t, ~ l
$$

where

$$
\begin{equation*}
\beta(t) \equiv \int_{0}^{t} \frac{f(u) d u}{e^{p_{0} u}+\lambda(u)} \quad(0 \leq t \leq \infty) \tag{A5}
\end{equation*}
$$

the integral on the right-hand side of (A4) converging absolutely.

Definition (A5) for $\beta(t)$ gives

$$
\begin{align*}
& \int_{0}^{R} \frac{f(t) d t}{e^{p t}+\lambda(t)}=\frac{e^{p_{0} R}+\lambda(R)}{e^{p R}+\lambda(R)} \beta(R) \\
& +\int_{0}^{R} \frac{\left(p-p_{0}\right) e^{\left(p_{0}+p\right) t}+\lambda\left(p e^{p t}-p_{0} e^{\nu_{0} t}\right)}{-(d \lambda / d t)\left(e^{p_{t}}-e^{\nu_{0} t}\right)} \beta(t) d t . \tag{A6}
\end{align*}
$$

By (A2) and (A3), the first term in (A6) goes to zero as $R \rightarrow \infty$ for $\sigma>\sigma_{0}$. Hypothesis (A3) implies

$$
\left.\begin{array}{rl}
\left\lvert\, \int_{0}^{\infty} \frac{\left(p-p_{0}\right) e^{\left(p_{0}+p\right) t}}{}+\lambda\left(p e^{p t}-p_{0} e^{p_{0} t}\right)\right. \\
\left(e^{p t}+\lambda\right)^{2} & -(d \lambda)\left(e^{p t}-e^{p_{0} t}\right) \\
\beta
\end{array}\right) d t \mid
$$

The last inequality follows from (A2). Hence, the theorem is proved.

## Corollary 1: If

$$
\begin{equation*}
\underset{0 \leq u \leq \infty}{\text { u.b. }}\left|\int_{0}^{u} \frac{f(t) d t}{e^{p_{0} t}+\lambda(t)}\right|=N<\infty \quad\left(\sigma_{0}<\gamma\right), \tag{A7}
\end{equation*}
$$

then (A7) converges for every $p$ for which $\sigma_{0}<\sigma<\gamma$,
and

$$
\begin{align*}
& \int_{0}^{\infty} \frac{f(t) d t}{e^{p t}+\lambda(t)}=\int_{0}^{\infty} \frac{f(t) d t}{e^{\nu_{0} t}+\lambda(t)} \\
& \quad+\int_{0}^{\infty} \frac{\left(p-p_{0}\right) e^{\left(p_{0}+p\right) t}+\lambda\left(p e^{\nu t}-p_{0} e^{p_{0} t}\right)}{\left(e^{\nu t}+\lambda\right)^{2}}-(d \lambda / d t)\left(e^{p t}-e^{\nu_{0} t}\right) \\
& \beta(t) d t, \tag{A8}
\end{align*}
$$

where $\beta(t)$ is defined in (A5), the integral on the righthand side of (A8) converging absolutely.

The proof of this is exactly the same as that of Theorem 1.

Theorem 2: If the integral

$$
\begin{equation*}
G(p)=\int_{0}^{\infty} \frac{f(t) d t}{e^{p t}+\lambda(t)} \tag{A9}
\end{equation*}
$$

converges at $p=\sigma_{0}+i \tau_{0}$, and if $H$ and $K$ are any constants for which $H>0, K>1$, then the integral (A9) converges uniformly in the region $\Delta$ defined by the inequality

$$
\begin{aligned}
\left|p-p_{0}\right| \leq & K / \int_{H}^{\infty} d t\left[e^{\left(\sigma_{0}+\sigma\right) t}+|\lambda| \frac{\sigma+\sigma_{0}}{\sigma-\sigma_{0}} e^{\sigma t}\right. \\
& \left.+2\left|\frac{d \lambda}{d t}\right| \frac{e^{\sigma t}}{\sigma-\sigma_{0}}\right] /\left(e^{\sigma t}-|\lambda|\right)^{2}
\end{aligned}
$$

$$
\begin{equation*}
\left(\sigma \geq \sigma_{0}\right) \tag{A10}
\end{equation*}
$$

Let $G(p)$ converge at $p=p_{0}$. Define $\beta(t)$ as in (A5). One has that

$$
\begin{align*}
& \int_{R}^{\infty} \frac{f(t) d t}{e^{p t}+\lambda(t)} \\
& \begin{array}{l}
\left(p-p_{0}\right) e^{\left(p_{0}+p\right) t}+\lambda\left(p e^{p t}-p_{0} e^{p_{0} t}\right) \\
= \\
\int_{R}^{\infty} \frac{-(d \lambda / d t)\left(e^{p t}-e^{p_{0} t}\right)}{\left(e^{p t}+\lambda\right)^{2}} \\
\quad \times[\beta(t)-\beta(R)] d t \quad\left(\sigma>\sigma_{0}>\gamma\right) .
\end{array}
\end{align*}
$$

Let $R_{0}>H$ be such that

$$
\left|\beta(t)-\beta\left(t^{\prime}\right)\right| \leq \epsilon / K \quad\left(\begin{array}{ll} 
& \left(t>R_{0}\right)  \tag{A12}\\
\left(t^{\prime}>R_{0}\right)
\end{array}\right.
$$

This follows from the convergence at $p_{0}$ [see (A3)]. If $R>R_{0}$, (A11) gives

$$
\begin{align*}
& \left|\int_{R}^{\infty} \frac{f(t) d t}{e^{p t}+\lambda(t)}\right| \\
& \left.\leq \frac{\epsilon}{K} \int_{R}^{\infty} d t \right\rvert\,\left[\left(p-p_{0}\right) e^{\left(p_{0}+p\right) t}+\lambda\left(p e^{\nu t}-p_{0} e^{\nu_{0} t}\right)\right. \\
& \left.-(d \lambda / d t)\left(e^{\nu t}-e^{\nu_{0} t}\right)\right] /\left(e^{p t}+\lambda\right)^{2} \mid \\
& \leq \frac{\epsilon}{K}\left|p-p_{0}\right| \int_{R}^{\infty} d t\left[e^{\left(\sigma_{0}+\sigma\right) t}+|\lambda| \frac{\sigma+\sigma_{0}}{\sigma-\sigma_{0}} e^{\sigma t}\right. \\
& \left.+2\left|\frac{d \lambda}{d t}\right| \frac{e^{\sigma t}}{\sigma-\sigma_{0}}\right] /\left(e^{\sigma t}-|\lambda|\right)^{2} \quad\left(\sigma>\sigma_{0}\right) . \tag{A13}
\end{align*}
$$

For $p=p_{0}$,

$$
\begin{equation*}
\left|\int_{R}^{\infty} \frac{f(t) d t}{e^{p t}+\lambda(t)}\right|=|\beta(\infty)-\beta(R)| \leq \frac{\epsilon}{K}<\epsilon . \tag{A14}
\end{equation*}
$$

So that for all $p$ in $\Delta$,

$$
\left|\int_{R}^{\infty} \frac{f(t) d t}{e^{p t}+\lambda(t)}\right|<\epsilon,
$$

which proves the theorem.
An analogous theorem can be proved for $\sigma_{0}<$ $\sigma<\gamma$.

Theorem 3: If the integral

$$
\begin{equation*}
G(p)=\int_{0}^{\infty} \frac{f(t) d t}{e^{p t}+\lambda(t)} \tag{A15}
\end{equation*}
$$

converges for $\sigma>\sigma_{c}<\infty$, then $G(p)$ is analytic for $\sigma>\sigma_{\mathrm{c}}$.
If $p_{0}$ is an arbitrary point in the half-plane $\sigma>\sigma_{c}$, one can surround it by a circle $K$ which also lies in that half-plane. By Theorem 2, the integral (A15), and hence the series

$$
\begin{equation*}
G(p)=\sum_{n=0}^{\infty} \int_{n}^{n+1} \frac{f(t) d t}{e^{p t}+\lambda(t)}, \tag{A16}
\end{equation*}
$$

converges uniformly in $K$. Since each term of the series is entire, one has that $G(p)$ is analytic for $\sigma>\sigma_{c}$.
Finally, one establishes a sufficient condition for proving the uniqueness of the spectral function $f(t)$.

Theorem 4: If the integral

$$
\begin{equation*}
G(p)=\int_{0}^{\infty} \frac{f(t) d t}{e^{p t}+\lambda(t)} \tag{A17}
\end{equation*}
$$

converges for $p=\sigma_{0}+i \tau_{0}$, and if $f(t) /\left[e^{p t}+\lambda(t)\right]$ is a continuous function of both variables when $t \geq 0$ and $\sigma \geq \sigma_{0}$, then $f(t)$ is unique.

By Theorem 1, (A17) converges for $\sigma>\sigma_{0}$ and uniformly in $\Delta$ [see Theorem 2]. From the uniform convergence of $G(p)$ and the assumed continuity of the integrand, one has that ${ }^{27} G(p)$ is a continuous function of $p$ for $\sigma \geq \sigma_{0}$, so that

$$
\begin{equation*}
G(p) \underset{|p| \rightarrow \infty}{\longrightarrow} g(p) \equiv \int_{0}^{\infty} e^{-p t} f(t) d t . \tag{A18}
\end{equation*}
$$

Since $g(p)$ is the Laplace transform of $f(t)$, therefore $f(t)$ is unique.

As an example to this theorem, let $\lambda(t)$ be independent of $t$. Now $g(p)=p^{-1}[f(t)=\theta(t)]$ gives $G(p)=[\ln (1+\lambda)] / \lambda p$ which does not satisfy (A18) for $(\lambda \neq 0)$. However, $g(p)=e^{-p a} / p$ with $a>0$ $[f(t)=\theta(t-a)]$ yields $G(p)=(\lambda p)^{-1} \ln \left[1+e^{-p a} \lambda\right]$ which does satisfy (A18). In the first example the continuity hypothesis on the integrand is not satisfied since

$$
\begin{aligned}
& \lim _{t \rightarrow 0^{+}} \lim _{|p| \rightarrow \infty} \frac{f(t)}{e^{p t}+\lambda}=0, \\
& \lim _{|\boldsymbol{p}| \rightarrow \infty} \lim _{t \rightarrow 0^{+}} \frac{f(t)}{e^{p t}+\lambda}=\frac{f(0)}{1+\lambda} .
\end{aligned}
$$

One can reconcile this by requiring $f(0)=0$. Note that this requirement is not satisfied by the unit step function $\theta(t)$ of the above example which violated the theorem.
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#### Abstract

This is a sequel to a previous paper, designated as $I$, which dealt primarily with nonequilibrium systems. The ideas in I are extended and include the study of systems of interacting particles in equilibrium. An integral representation is obtained for the distribution function of interacting particles as a superposition of distribution functions for noninteracting particles. In particular, it is shown that an interacting Bose gas need not show Bose condensation and that the behavior near the point $E=0$ cannot be more singular than that of a simple pole.


## I. INTRODUCTION

In a previous paper, ${ }^{1}$ to be designated as I , an integral representation for a nonequilibrium distribution function was derived. The derivation is based on some basic postulates, which are somewhat related to the notions of strong convergence in axiomatic quantum field theory ${ }^{2}$ and invoke no specific dynamical assumptions.
The basic ideas contained in I are sufficiently general as to entail, in some cases, a similar representation for the equilibrium distribution function for a system of interacting particles.
The study of this extension, together with some of its implications, is the subject of the present work. The notation follows I; equations labeled I refer to that article. The reader is referred to I for most bibliographic references.

## II. INTEGRAL REPRESENTATION

One of the postulates in I concerns the existence of states of statistical equilibrium. It is clear that these states describe interacting particles and, for the purpose of this paper, will be denoted by a subscript I.
In using the integral representation (I23), one needs to know the expected value of macroscopic operators for these interacting states. This is indeed a difficult problem and deserves attention on its own right. However, one can still obtain an integral representation in terms of noninteracting states for many cases of considerable interest and with obvious advantages.

Let $\left|\xi_{1}\right\rangle$ and $|\xi\rangle$ denote the interacting and noninteracting equilibrium states, respectively. Consider the limit which lets all the coupling constants of the interaction between the particles approach zero. Denote this limit by lim. Then,

$$
\lim _{g \rightarrow 0}^{g \rightarrow 0}\left|\xi_{\mathrm{I}}\right\rangle=|\xi\rangle .
$$

The general conservation laws are independent of the

[^72]interaction strength; therefore, quantities like the chemical potential, for example, will appear automatically in the noninteracting states.

Consider now the case where bound states are excluded from the theory or cases where bound states can occur but that the interaction strengths are sufficiently small that there exist no bound particles among the interacting particles. Then the set of noninteracting equilibrium states $\{|\xi\rangle\}$ forms also a complete set. Equation (I12) for every macroscopic operator $G$ becomes, with the present notation,

$$
\begin{equation*}
G=\sum_{\Delta_{\mathrm{I}}} S_{\Delta_{\mathrm{I}}} G\left(\Delta_{\mathrm{I}}\right) \tag{2}
\end{equation*}
$$

From the completeness of the states $\{|\xi\rangle\}$ one has the similar equation

$$
\begin{equation*}
G=\sum_{\Delta} S_{\Delta} G(\Delta) . \tag{3}
\end{equation*}
$$

Equating (2) and (3) and after multiplying both sides by $S_{\Delta_{\mathrm{I}}} / \operatorname{Tr} S_{\Delta_{\mathrm{I}}}$ and using (I14) and (I15),

$$
\begin{equation*}
\frac{S_{\Delta_{\mathrm{I}}}}{\operatorname{Tr} S_{\Delta_{\mathrm{I}}}} G\left(\Delta_{\mathrm{I}}\right)=\sum_{\Delta} \frac{S_{\Delta_{\mathrm{I}}} S_{\Delta}}{\left(\operatorname{Tr} S_{\Delta_{\mathrm{I}}}\right)^{2}} G(\Delta) . \tag{4}
\end{equation*}
$$

Finally, by taking the trace of (4),

$$
\begin{equation*}
G\left(\Delta_{\mathrm{I}}\right)=\sum_{\Delta} \frac{\operatorname{Tr}\left(S_{\Delta_{\mathrm{I}}} S_{\Delta}\right)}{\left(\operatorname{Tr} S_{\Delta_{\mathrm{I}}}\right)^{2}} G(\Delta) . \tag{5}
\end{equation*}
$$

The representation (5) expresses the expected value of every macroscopic operator for any interacting state of the system as a superposition over the expected value of the same operator in different noninteracting states of the system. This result is quite analogous to the representation obtained in I for nonequilibrium systems. Actually, (5) is nothing else than the change of basis from one macroscopic covering of the Hilbert space to another. Its interest lies, of course, in the meaning of the two different coverings.

The coefficients in (5) are positive definite. Using (I13) and (I11),

$$
\begin{gather*}
\operatorname{Tr}\left(S_{\Delta} S_{\Delta}\right)=|M|^{2}  \tag{6}\\
M=\sum_{\substack{\xi_{1} \in \Delta_{\mathrm{I}} \\
\xi \in \Delta}}\left\langle\xi \mid \xi_{\mathrm{I}}\right\rangle \tag{7}
\end{gather*}
$$

with
and

$$
\begin{equation*}
\operatorname{Tr} S_{\Delta_{\mathrm{I}}}=N_{\Delta_{\mathrm{I}}} \tag{8}
\end{equation*}
$$

where $N_{\Delta_{\mathrm{I}}}$ denotes the number of microstates contained in $\Delta_{\mathrm{I}}$.

The representation (I23) for nonequilibrium systems with the present notation for interacting states is

$$
\begin{equation*}
\langle G\rangle_{t}=\sum_{\Delta_{\mathrm{I}}} G\left(\Delta_{\mathrm{I}}\right) P_{t}\left(\Delta_{\mathrm{I}}\right) \operatorname{Tr} S_{\Delta_{\mathrm{I}}} \tag{9}
\end{equation*}
$$

With the aid of (5) one obtains

$$
\begin{equation*}
\langle G\rangle_{t}=\sum_{\Delta} G(\Delta) P_{t}(\Delta) \operatorname{Tr} S_{\Delta}, \tag{10}
\end{equation*}
$$

where the probability of finding the nonequilibrium system in the noninteracting macroscopic equilibrium state $\Delta$ is given in terms of the similar quantity for the interacting state by

$$
\begin{equation*}
P_{t}(\Delta)=\sum_{\Delta_{\mathrm{I}}} P_{t}\left(\Delta_{\mathrm{I}}\right) \frac{\operatorname{Tr}\left(S_{\Delta_{\mathrm{I}}} S_{\Delta}\right)}{\left(\operatorname{Tr} S_{\Delta_{\mathrm{I}}}\right)\left(\operatorname{Tr} S_{\Delta}\right)} . \tag{11}
\end{equation*}
$$

From (I13) and (I16) one has that

$$
\begin{equation*}
\sum_{\Delta} \frac{\operatorname{Tr}\left(S_{\Delta_{\mathrm{I}}} S_{\Delta}\right)}{\left(\operatorname{Tr} S_{\Delta_{\mathrm{I}}}\right)\left(\operatorname{Tr} S_{\Delta}\right)}=1 \tag{12}
\end{equation*}
$$

Therefore, (11) and (12) give

$$
\begin{equation*}
\sum_{\Delta} P_{t}(\Delta)=\sum_{\Delta_{\mathrm{I}}} P_{t}\left(\Delta_{\mathrm{I}}\right)=1 \tag{13}
\end{equation*}
$$

thus establishing the representation (I23) obtained in I in terms of noninteracting equilibrium states for cases where bound states are excluded from the theory.

## III. INTERACTING BOSE GAS

The representation (5) for interacting states is quite analogous to that of I for nonequilibrium states. In fact, the results of Sec. IV of I for nonequilibrium distribution functions hold true also for the equilibrium distribution function of interacting particles, provided no bound states exist in the theory.

One case which was not considered in I is the general Bose gas where the number of particles is conserved. This differs more from the Bose gas with particle nonconservation than one would think at first. This, of course, is due to the possibility of Bose condensation in an interacting Bose gas.

The equilibrium distribution function for a system of particles satisfying Bose-Einstein statistics where the number of particles is conserved is given by

$$
\begin{equation*}
n_{\mathrm{eq}}(E, T)=R(E) /\left[e^{\mu(N, T)} e^{E / k T}-1\right], \tag{14}
\end{equation*}
$$

where $R(E)$ is a known function of the energy $E$ of the particle and $\mu(N, T)$ is a function of the temperature $T$ and the number of particles $N$, the functional relationship being determined by normalization. ${ }^{3}$

The function $\mu(N, T)$ is nowhere negative and

[^73]vanishes at the temperature at which Bose condensation occurs,
\[

$$
\begin{equation*}
\mu\left(N, T_{0}\right)=0 \tag{15}
\end{equation*}
$$

\]

For lower temperatures,

$$
\begin{equation*}
\mu(N, T) \equiv 0 \quad\left(T<T_{0}\right) \tag{16}
\end{equation*}
$$

The particle distribution function for the interacting system is obtained from (5),

$$
\begin{equation*}
n(E, T)=\int_{0}^{\infty} \frac{R(E) \sigma\left(T, T^{\prime}\right) d T^{\prime}}{e^{\mu\left(N, T^{\prime}\right)} e^{E / k T^{\prime}}-1} \tag{17}
\end{equation*}
$$

Note that in (17) one has no integration over the number of particles since the system contains a welldefined, fixed number of particles. Hence, (17) expresses $n(E, T)$ as a superposition of systems of noninteracting bosons with different temperatures $T^{\prime}$ but the same number of particles $N$. This leads to the following relation between noninteracting quantities:

$$
\begin{equation*}
N=n_{0}\left(T^{\prime}\right) \theta\left(T_{0}-T^{\prime}\right)+n\left(T^{\prime}\right), \tag{18}
\end{equation*}
$$

where $n_{0}\left(T^{\prime}\right)$ denotes the number of particles in the condensate ${ }^{4}$ and $N$ is independent of $T^{\prime}$.
The spectral function $\sigma\left(T, T^{\prime}\right)$ is normalized to unity by (12),

$$
\begin{equation*}
\int_{0}^{\infty} \sigma\left(T, T^{\prime}\right) d T^{\prime}=1 \tag{19}
\end{equation*}
$$

In order to study the singularity structure of $n(E, T)$ one writes (17), with the aid of (15) and (16), as follows:
$\frac{n(E, T)}{R(E)}=\int_{0}^{T_{0}} \frac{\sigma\left(T, T^{\prime}\right) d T^{\prime}}{e^{E / k T^{\prime}}-1}+\int_{T_{0}}^{\infty} \frac{\sigma\left(T, T^{\prime}\right) d T^{\prime}}{e^{\mu\left(N, T^{\prime}\right)} e^{E / k T^{\prime}}-1}$.
The first term in (20) has a simple pole at $E=0$ (see Appendix) with residue

$$
\begin{equation*}
\alpha(T)=k \int_{0}^{T_{0}} T^{\prime} \sigma\left(T, T^{\prime}\right) d T^{\prime} \tag{21}
\end{equation*}
$$

As in I, the order of the pole is established by the normalization condition (19).

It is instructive to express the number of particles in the condensate for the interacting system $N_{0}(T)$ in terms of the spectral function. One obtains from (18) and the normalization condition (19)

$$
\begin{equation*}
N=\int_{0}^{T_{0}} n_{0}\left(T^{\prime}\right) \sigma\left(T, T^{\prime}\right) d T^{\prime}+\int_{0}^{\infty} n\left(T^{\prime}\right) \sigma\left(T, T^{\prime}\right) d T^{\prime} \tag{22}
\end{equation*}
$$

so that

$$
\begin{equation*}
N_{0}(T)=\int_{0}^{T_{0}} n_{0}\left(T^{\prime}\right) \sigma\left(T, T^{\prime}\right) d T^{\prime} \tag{23}
\end{equation*}
$$

The $\lambda$-transition temperature $T_{\lambda}$ is usually defined by ${ }^{5}$

$$
\begin{equation*}
N_{0}\left(T_{\lambda}\right)=0 . \tag{24}
\end{equation*}
$$

[^74]The known general properties of the spectral function (positive definiteness and normalizability) are not sufficient to establish the uniqueness of $T_{\lambda}$ nor rule out the possibility that (24) may hold identically for all $T_{\lambda}$. The physical implication of the latter supposition is that an interacting Bose gas need not exhibit Bose condensation.

Suppose the integral in (23) is continuous at $T=$ $T_{\lambda}$. From the positiveness of $n_{0}\left(T^{\prime}\right)$ and $\sigma\left(T, T^{\prime}\right)$, (24) is equivalent to ${ }^{6}$

$$
\begin{equation*}
\sigma\left(T_{\lambda}, T^{\prime}\right)=0 \quad\left(0 \leq T^{\prime}<T_{0}\right) \tag{25}
\end{equation*}
$$

Similarly, $\alpha\left(T_{1}\right)=0$ implies

$$
\begin{equation*}
\sigma\left(T_{1}, T^{\prime}\right)=0 \quad\left(0<T^{\prime} \leq T_{0}\right) \tag{26}
\end{equation*}
$$

Hence, the vanishing of $N_{0}(T)$ need not imply the vanishing of $\alpha(T)$, and conversely.

An upper bound can be derived from (17) for the particle distribution function. Define the "temperature" $T^{*}$ by

$$
\begin{equation*}
T^{*} \equiv \int_{0}^{\infty} T^{\prime} \sigma\left(T, T^{\prime}\right) d T^{\prime}<\infty \tag{27}
\end{equation*}
$$

where the bound on $T^{*}$ is a consequence of the assumed finiteness of the total energy. From the physical meaning of the spectral function as a probability function, it is tempting to identify $T^{*}$ with the temperature $T$ of the system. However, the integral (27) will, in general, depend on other parameters of the theory, e.g., the strength of the interaction, which are quantities independent of the temperature $T$.

One gains an insight into the meaning of $T^{*}$ by considering the implications of its vanishing. One has from (17) and (27) that the vanishing of $T^{*}$ requires all the particles to occupy the level with $E=0$. With this result in mind, $T^{*}$ is the analog, in the interacting case, of the temperature in the ideal Bose gas. [In fact in the limit $T^{*} \rightarrow 0$ they become one and the same.] From (17), (21), and (27),

$$
\begin{equation*}
n(E, T) / R(E) \leq k T^{*} / E \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leq \alpha(T) \leq k T^{*} \tag{29}
\end{equation*}
$$

The bound in (28) is reminiscent of that for the ideal case and emphasizes the analogy given above.

Finally, the representation (17) is contained in the class of integral transforms studied in the Appendix of I. Consequently, (1) $n(E, T) \mid R(E)$ is an analytic function of the complex variable $E$ for $\operatorname{Re}(E)>0$ and it is completely monotonic for $E>0$ [see (I32)]. (2) The spectral function $\sigma\left(T, T^{\prime}\right)$ is uniquely determined by the distribution $n(E, T)$.

[^75]
## IV. DILUTE BOSE GAS

Some of the features established above for systems of interacting particles can be illustrated by an exactly soluble model. ${ }^{7}$ The model represents a weakly interacting Bose gas, but strongly degenerate. Summarizing the results of the model for temperatures below the condensation temperature $T_{0}$, the energy spectrum of the elementary excitation is given by

$$
\begin{equation*}
\epsilon(p)=\left[E^{2}+2 E \alpha\right]^{\frac{1}{2}} \tag{30}
\end{equation*}
$$

with $E=(2 m)^{-1} p^{2}$ and

$$
\begin{equation*}
\alpha=\left[\left(4 \pi a \hbar^{2}\right) / m\right](N / V), \tag{31}
\end{equation*}
$$

where $a$ is the $S$-wave scattering amplitude. The momentum distribution of the excitations is given by the noninteracting Bose distribution

$$
\begin{equation*}
\bar{n}_{p}=\left\{e^{[\epsilon(\mathcal{p}) / k T]}-1\right\}^{-1} \tag{32}
\end{equation*}
$$

And, finally, the momentum distribution of the actual Bose particles is given by

$$
\begin{equation*}
\bar{N}_{p}=\left[\bar{n}_{p}+A_{p}^{2}\left(\bar{n}_{p}+1\right)\right] /\left(1-A_{p}^{2}\right) \tag{33}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{p}=\alpha^{-1}[\epsilon(p)-E-\alpha] . \tag{34}
\end{equation*}
$$

Ideally, one would like to express (33) by the representation (17) with a positive-definite spectral function which satisfies (19). However, in the absence of such a result, some of the implications of the representation (17) will be verified by the distribution (33).

From a knowledge of the distribution function one certainly cannot verify the strong convergence ${ }^{8}$ required in (1). Nevertheless, strong convergence implies weak convergence. This is satisfied by (33) since

$$
\begin{equation*}
\lim _{a \rightarrow 0} \bar{N}_{p}=\left(e^{E / k T}-1\right)^{-1} \tag{35}
\end{equation*}
$$

The distribution (33) is analytic for $\operatorname{Re}(E)>0$. The behavior near the point $E=0$ is given by

$$
\begin{equation*}
\bar{N}_{\nu}=\frac{\frac{1}{2} k T}{E}-\frac{k T}{(2 \alpha E)^{\frac{1}{2}}}+p(E) \quad(T>0) \tag{36}
\end{equation*}
$$

where $p(E)$ is regular at $E=0$. Note the simple pole at $E=0$. The existence and order of this singularity agrees with the analytical properties of the integral representation (17) (see Appendix). Also, the next leading singularity is of the same form as the singularity of the second term in (20) (see Appendix). Finally, for large energies,

$$
\begin{equation*}
\bar{N}_{p} \approx \alpha^{2} / 4 E^{2} \quad(E \text { large }) \tag{37}
\end{equation*}
$$

which agrees with a possible behavior already discussed in I.

[^76]The introduction of quasi-particles (elementary excitations) is a feature of the method used in obtaining (33). However, the integral representation (17) cannot discern the different effects of the interaction.

## v. CONCLUSION

The fundamental postulate in the present work and in I is that of strong convergence of interacting states. In I this assumption was made in relation to the asymptotic approach to equilibrium, whereas here it relates to the approach to noninteracting states. Strong convergence is sufficient for an approach to equilibrium in the weak sense, i.e., the approach of quantum-mechanical averages of (macroscopic) operators to the proper equilibrium values. This latter behavior is what may commonly be understood by the phrase "approach to equilibrium."
In axiomatic quantum field theory, ${ }^{2}$ one has the strong convergence of states which, in the limit $t \rightarrow+\infty$, define asymptotic states of a finite number of freely moving particles. These states are constructed from the vacuum by the application of a finite number of time-dependent operators on the vacuum state. Further, it is clear from the nature of the operators that the states are interacting states. Consider the state constructed from the vacuum by acting on it with an infinite number of time-dependent operators. The work of Ref. 2 shows that asymptotically, for $t \rightarrow+\infty$, these states approach constant vectors. It is clear, if not obvious, that such states cannot lead (in the limit $t \rightarrow+\infty$ ) to an asymptotic state of an infinite number of freely moving particles. Herein lies the connection of axiomatic quantum field theory to the basic postulate in I and, hence, to quantum statistical mechanics. The content of the postulate in I lies in giving an answer to this question by stating that any interacting state of an infinite number of particles must approach an equilibrium state as $t \rightarrow+\infty$. This view is consistent with theorems of the nature of Poincare's in that a system with a finite number of particles cannot approach equilibrium.

Note added in proof: The possibility of (at most) a simple pole at $E=0$ in the distribution function supplements Bogoliubov's $1 / k^{2}$ theorem. [H. Wagner, Z. Physik 195, 273 (1966); P. C. Hohenberg, Phys. Rev. 158, 383 (1967).] Bogoliubov's result is

$$
n(\mathbf{p}) \geq \frac{N_{0}(T)}{N} \frac{m}{\beta} \frac{1}{p^{2}} \quad(p \rightarrow 0)
$$

for temperature $\beta^{-1}$. The momentum distribution of particles $n(\mathbf{p})$ might have a singularity of the order $E^{-1}$ at least as $E \rightarrow 0$ (but less than $E^{-\frac{3}{2}}$ ). It is clear that Bogoliubov's theorem can be of use only for $0<T<T_{\lambda}$.

Suppose $N_{0}(T) \neq 0$. From this one cannot conclude that $\alpha(T) \neq 0$. However, if one invokes the theorem then, for $0<T<T_{\lambda}$, one must have $\alpha(T) \neq 0$. Consequently, the result of the present formulation requires the singularity to be precisely $E^{-1}$ as $E \rightarrow 0$ for $0<T<T_{\lambda}$. One must then view the $1 / k^{2}$ theorem of Bogoliubov as a condition on the residue of the pole and not on the degree of the singularity.

## APPENDIX

This Appendix is concerned with the singularity structure of expression (20) in the neighborhood of $E=0$.

From the positiveness of the spectral function

$$
\begin{equation*}
\int_{0}^{T_{0}} \frac{\sigma\left(T, T^{\prime}\right) d T^{\prime}}{e^{E / k T^{\prime}}-1} \leq \frac{\alpha(T)}{E}, \tag{A1}
\end{equation*}
$$

where $\alpha(T)$ is defined by (21) and is bounded for finite temperatures [see (29)]. In (A1) the equality holds as $E$ approaches zero. Therefore, the first term in (20) has a simple pole at $E=0$.

Similarly, for the second term in (20),

$$
\begin{equation*}
\int_{T_{0}}^{\infty} \frac{\sigma\left(T, T^{\prime}\right) d T^{\prime}}{e^{\mu\left(N, T^{\prime}\right)} e^{E / k T^{\prime}}-1} \leq \int_{T_{0}}^{\infty} \frac{\sigma\left(T, T^{\prime}\right) d T^{\prime}}{\mu\left(N, T^{\prime}\right)+E / k T^{\prime}} \tag{A2}
\end{equation*}
$$

As $E \rightarrow 0$ the region of integration which is important for the value of the integral is that near the condensation temperature $T_{0}$ [recall (15)]. The bound in (A2) will be determined for the case of nonrelativistic energy-momentum relationship. For such cases, the behavior of the chemical potential $\mu(N, T)$ near $T_{0}$ is given by

$$
\begin{equation*}
\mu(N, T)=\left(\beta / T^{3}\right)\left[1-\left(T / T_{0}\right)^{\frac{3}{2}}\right]^{2} \quad\left(T \rightarrow T_{0}\right), \tag{A3}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\frac{2 \pi^{2} \hbar^{6}}{m^{3} k^{3}}\left(\frac{N}{V}\right)^{2} . \tag{A4}
\end{equation*}
$$

On substituting (A3) into (A2) one obtains

$$
\begin{equation*}
\int_{T_{0}}^{\infty} \frac{\sigma\left(T, T^{\prime}\right) d T^{\prime}}{e^{\mu\left(N, T^{\prime}\right)} e^{E / k T^{\prime}}-1} \leq \frac{\pi \sigma\left(T, T_{0}\right) T_{0}^{2}}{3(k \beta E)^{\frac{1}{2}}} . \tag{A5}
\end{equation*}
$$

As before, the case of the equality holds in the limit $E \rightarrow 0$. Therefore, one obtains a weaker approach to infinity from the second term in (20) as $E \rightarrow 0$. It is believed that such behavior is preserved in the more general case of relativistic kinematics.

The sign of the next leading singularity need not be determined by (A5). Since from (A1),

$$
\begin{equation*}
\int_{0}^{T_{0}} \frac{\sigma\left(T, T^{\prime}\right) d T^{\prime}}{e^{E / k T^{\prime}}-1}-\frac{\alpha(T)}{E} \leq 0 . \tag{A6}
\end{equation*}
$$

Therefore, the square-root singularity of (A5) may appear with a negative sign (in the distribution function) if a simple pole exists at $E=0$.
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#### Abstract

The commutation relations $[H, P \pm i Q]= \pm(P \pm i Q)$ for the symmetric operators $H, P, Q$ are considered without assuming (a priori) any other relationship between $H, P, Q$, in particular without making any assumption concerning the commutator $[P, Q]$. It is shown that under certain mild restrictions the spectrum of $H$ is integer spaced, and that in the two particular cases $[P, Q]=i \in H, \epsilon=0, \pm 1$ and $H=\frac{1}{2}\left(P^{2}+Q^{2}\right)+i \sigma[P, Q]$, corresponding to Lie groups and parastatistics, respectively, it is simple. For these two cases the explicit representations of $P, Q$, and $H$ are found in a simple manner. The question of the existence of a common analytic domain for $P, Q$, and $H$ is investigated, and some sufficient conditions for this are found.


## 1. INTRODUCTION

We consider in this paper a set of closed symmetric operators $P, Q$, and $H$ in a Hilbert space $\mathcal{K}$, satisfying the commutation relations

$$
\begin{equation*}
[H, P \pm i Q]= \pm(P \pm i Q) \tag{1.1}
\end{equation*}
$$

on a common invariant dense domain $D \subset \mathfrak{H E} . P$, $Q$, and $H$ are defined to be the closures of $P / D, Q / D$, and $H / D$ respectively. Equations (1.1) are the wellknown relations first introduced by Cartan ${ }^{1}$ in the study of compact simple Lie groups (for which one has in addition the relation $[P, Q]=i H$ ) and later introduced by Heisenberg ${ }^{2}$ in his description of the quantum-mechanical harmonic oscillator (for which $H=\frac{1}{2}\left(P^{2}+Q^{2}\right)$ and $\left.[P, Q]=i\right)$. We shall call the operators $P \pm i Q$ ladder operators, because if $|\lambda\rangle$ is an eigenvector of $H$ on which they are defined, and such that $P|\lambda\rangle$ and $Q|\lambda\rangle$ are in the domain $\Delta(H)$ of $H$,

$$
\begin{equation*}
(P \pm i Q)|\lambda\rangle=\text { const }|\lambda \pm 1\rangle . \tag{1.2}
\end{equation*}
$$

What we wish to study here is the more general case in which the Eqs. (1.1) are not supplemented (at least a priori) by any other relationship between $H, P$, and Q. Further, we wish to study this case in a fairly rigorous way and obtain in a unified way some results which have been obtained previously for some special cases, in particular the case of Lie groups (with supplementary condition $[P, Q]=i \epsilon H, \epsilon=0, \pm 1$ ) and parastatistics ${ }^{3}$ (with supplementary condition

[^77]$\left.H=\frac{1}{2}\left(P^{2}+Q^{2}\right)+i \sigma[P, Q]\right)$. The latter case includes, in particular, the generalization of the quantummechanical commutation relations $[P, Q]=i$ suggested by Wigner ${ }^{4}$ in connection with the Heisenberg harmonic oscillator equations.

We first show that if $\mathscr{H}^{2}$ is irreducible in the sense that any bounded operator which commutes with $P$, $Q$, and $H$ is a multiple of the identity, and if $D$ is analytic for $H$, then the spectrum of $H$ is integer spaced.

We then consider the two special cases,

$$
[P, Q]=i \epsilon H, \quad \epsilon=0, \pm 1
$$

and

$$
H=\frac{1}{2}\left(P^{2}+Q^{2}\right)+i \sigma[P, Q],
$$

and show for both cases that in addition to being integer-spaced, the spectrum of $H$ is simple.

Using this result, we find the explicit representations of $H, P$, and $Q$ for these two cases. In particular, for the case $[P, Q]=-i H$, which is the case of the Lie group $S U(1,1)$, we impose the condition that $P^{2}+Q^{2}+H^{2}$ be essentially self-adjoint and rederive the five classes of unitary representations of this group rigorously obtained by Bargman, ${ }^{5}$ while for the parastatistic case $H=\frac{1}{2}\left(P^{2}+Q^{2}\right)+i \sigma[P, Q]$ we rederive the representations of $H, P$, and $Q$ which were obtained earlier in a less rigorous manner. ${ }^{6.7}$

Finally, we return to the general case [Eq. (1) with no subsidiary conditions] and discuss the question of the analyticity of the domain $D$ for $H, P$, and $Q$. We show that a sufficient condition for $D$ to be analytic for $H, P$, and $Q$ is that it be analytic for $H$ and that $H$ dominate $P$ and $Q$ on $D$ (i.e., that $\|Z d\|<\|H d\|+$ $c\|d\|$, where $Z=P$ or $Q, d \epsilon D$ and $c$ is a positive

[^78]number independent of $d$ ) and discuss some consequences of this result.

## 2. INTEGER-SPACED SPECTRUM

We consider the operators $H, P$, and $Q$ satisfying the commutation relations (1) and, in this section, make in addition the following two assumptions:
(i) $D$ is an analytic domain for $H$.
(ii) $\mathfrak{H}$ is irreducible, in the sense that any bounded operator that commutes with $H, P$, and $Q$ is a multiple of the unit operator.

It is not assumed that $D$ is an analytic domain for $P$ and $Q$ or even that $P$ and $Q$ are self-adjoint. The question of the analyticity of $D$ with respect to $P$ and $Q$ will be discussed in Sec. 6. Using the assumptions (i) and (ii) we establish ${ }^{8}$ the following result.

Lemma 1: The spectrum of $H$ is integer-spaced. Further, if $E(\lambda)$ denote the projection operators on the eigenspaces $\mathscr{H}_{\lambda}$ of $\mathscr{H}$, then

$$
(P \pm i Q) E(\lambda) D=E(\lambda \pm 1)(P \pm i Q) D
$$

Finally, the closures of the restrictions of $P$ and $Q$ to $D(\lambda)=\bigcup_{\lambda} E(\lambda) D$ are equal to $P$ and $Q$, respectively.

Proof: From Eq. (1.1) we have

$$
\begin{equation*}
[H, P \pm i Q]= \pm(P \pm i Q) \quad \text { on } \quad D, \tag{2.1}
\end{equation*}
$$

whence

$$
\begin{equation*}
(P \pm i Q) H=(H \mp 1)(P \pm i Q) \quad \text { on } \quad D \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
(P \pm i Q) H^{n}=(H \mp 1)^{n}(P \pm i Q) \text { on } D . \tag{2.3}
\end{equation*}
$$

Hence

$$
\begin{align*}
& (P \pm i Q) \sum_{1}^{N} \frac{(i t)^{n}}{n!} H^{n} \\
& \quad=\sum_{1}^{N} \frac{(i t)^{n}}{n!}(H \mp 1)^{n}(P \pm i Q) \quad \text { on } \tag{2.4}
\end{align*}
$$

Thus,

$$
\begin{align*}
P \sum_{i}^{N} \frac{(i t)^{n}}{n!} H^{n} & =\frac{1}{2} \sum_{1}^{N} \frac{(i t)^{n}}{n!}(H-1)^{n}(P+i Q) \\
& +\frac{1}{2} \sum_{1}^{N} \frac{(i t)^{n}}{n!}(H+1)^{n}(P-i Q) \text { on } \tag{2.5}
\end{align*}
$$

Similar relations hold for $Q$. Since $D$ is invariant with respect to $P$ and $Q$ and analytic for $H$ (and hence for $H \pm 1$ ), it follows that the limits $N \rightarrow \infty$ on the right-hand side of (2.5) exist for sufficiently small $t$,

[^79]$|t|<t_{0}$ say. Since $P$ and $Q$ are closed operators, we obtain on taking the limit
\[

$$
\begin{align*}
P e^{i t H}=\frac{1}{2} e^{i t(H-1)}( & P+i Q) \\
& +\frac{1}{2} e^{i t(H+1)}(P-i Q) \text { on } D, \tag{2.6}
\end{align*}
$$
\]

and
$i Q e^{i t H}=\frac{1}{2} e^{i t(H-1)}(P+i Q)$

$$
\begin{equation*}
-\frac{1}{2} e^{i t(H+1)}(P-i Q) \quad \text { on } \quad D, \tag{2.7}
\end{equation*}
$$

whence,

$$
\begin{equation*}
(P \pm i Q) e^{i t H}=e^{i t(H \neq 1)}(P \pm i Q) \quad \text { on } \quad D, \tag{2.8}
\end{equation*}
$$

for $|t|<t_{0}$.
Repetition of the argument shows that (2.8) holds for all $|t|<n t_{0}, n$ integer, and hence for all real $t$. In particular,

$$
\begin{equation*}
(P \pm i Q) e^{2 \pi i H}=e^{2 \pi i H}(P \pm i Q) \quad \text { on } \tag{D.}
\end{equation*}
$$

Thus $e^{2 \pi i H}$ commutes with $P$ and $Q$ on $D$. Now let $f$ be any vector in the domain of $P$. Since $P$ is the closure of $P / D$ there exists a sequence $d_{n} \in D$ such that $d_{n} \rightarrow f$, $P d_{n} \rightarrow P f$.

Hence, since $e^{2 \pi i H}$ is bounded we have

$$
e^{2 \pi i H} d_{n} \rightarrow e^{2 \pi i H} f
$$

and

$$
\begin{equation*}
P e^{2 \pi i H} d_{n}=e^{2 \pi i H} P d_{n} \rightarrow e^{2 \pi i H} P f . \tag{2.10}
\end{equation*}
$$

Thus $e^{2 \pi i H} f$ is in the domain of $P$ and

$$
\begin{equation*}
P e^{2 \pi i I I} f=e^{2 \pi i H} P f \tag{2.11}
\end{equation*}
$$

i.e., $e^{2 \pi i H}$ commutes with $P$. Similarly it commutes with $Q$. Thus, since it obviously commutes with $H$, it commutes with $P, Q$, and $H$. From the irreducibility of $H$ as defined in (ii) above, it follows that $e^{2 \pi i H}$ is a multiple of the identity, i.e.,

$$
\begin{equation*}
e^{2 \pi i H}=e^{2 \pi i \alpha}, \quad 0 \leq \alpha<1 . \tag{2.12}
\end{equation*}
$$

Thus the spectrum of $H$ is integer-spaced.
Now let $\lambda$ be any eigenvalue of $H, E(\lambda)$ the projection operator on the corresponding eigenspace, let $0<\delta<1$, and consider the Riemann sums

$$
\begin{align*}
R_{\Delta}(\lambda)= & \sum_{\alpha} \Delta\left(t_{\alpha}\right) \frac{e^{i(\lambda+\delta) t_{\alpha}}-e^{i(\lambda-\delta) t_{\alpha}}}{i t_{\alpha}} e^{i H t_{\alpha}}, \\
& \underset{\Delta \rightarrow 0}{\longrightarrow} \int d t \frac{e^{i(\lambda+\delta) t}-e^{i(\lambda-\delta) t}}{i t} e^{i H t}=E(\lambda) . \tag{2.13}
\end{align*}
$$

From (2.6) and (2.7) we have

$$
\begin{align*}
P R_{\Delta}(\lambda)= & \frac{1}{2} R_{\Delta}(\lambda-1)(P+i Q) \\
& \quad+\frac{1}{2} R_{\Delta}(\lambda+1)(P-i Q) \text { on } D,  \tag{2.14}\\
i Q R_{\Delta}(\lambda)= & \frac{1}{2} R_{\Delta}(\lambda-1)(P+i Q) \\
& \quad-\frac{1}{2} R_{\Delta}(\lambda+1)(P-i Q) \text { on } D . \tag{2.15}
\end{align*}
$$

Since $P$ and $Q$ are closed we obtain, on taking the limit $\Delta \rightarrow 0$,

$$
\begin{align*}
& P E(\lambda)=\frac{1}{2} E(\lambda-1)(P+i Q) \\
& \quad \quad+\frac{1}{2} E(\lambda+1)(P-i Q) \text { on } D,  \tag{2.16}\\
& i Q E(\lambda)=\frac{1}{2} E(\lambda-1)(P+i Q) \\
& \quad-\frac{1}{2} E(\lambda+1)(P-i Q) \text { on } D, \tag{2.17}
\end{align*}
$$

whence,

$$
\begin{equation*}
(P \pm i Q) E(\lambda)=E(\lambda \mp 1)(P \pm i Q) \quad \text { on } \quad D . \tag{2.18}
\end{equation*}
$$

Finally, let $f$ be any vector in $\Delta(P)$. Then there exists a sequence $d_{n} \in D$ such that $d_{n} \rightarrow f, P d_{n} \rightarrow P f$.

Choose any fixed $E(\lambda)$ and construct the sequence of projection operators

$$
\begin{aligned}
K_{0}=E(\lambda), \quad K_{1}=E(\lambda)+E(\lambda+1) & +E(\lambda-1) \\
K_{2}=E(\lambda)+E(\lambda+1)+E(\lambda-1) & +E(\lambda+2) \\
& +E(\lambda-2), \cdots
\end{aligned}
$$

Clearly $K_{m} \rightarrow 1$ as $m \rightarrow \infty$. Hence if we construct the sequence $K_{m} d_{n}$ we have

$$
\begin{equation*}
K_{m} d_{n} \rightarrow d_{n} \rightarrow f \tag{2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
P K_{m} d_{n}=K_{m+1} P d_{n} \rightarrow P d_{n} \rightarrow P f \tag{2.20}
\end{equation*}
$$

A similar relation holds for $Q$. Since each $K_{m} d_{n} \in$ $\Delta[P / D(\lambda)]$ this establishes that $P$ is the closure of $P / D(\lambda)$. Similarly, $Q$ is the closure of $Q / D(\lambda)$. This completes the proof of Lemma 1.

## 3. SIMPLE SPECTRUM

In this section, we establish conditions under which the spectrum of $H$ is simple, i.e., to each eigenvalue there corresponds only one eigenvector. First we establish the following general lemma.

Lemma 2: The spectrum of $H$ is simple if and only if there exists a $\psi\left(\lambda_{0}\right) \in D(\lambda)$ such that for all $\psi_{n}=$ $(P \pm i Q)^{n} \psi\left(\lambda_{0}\right), n=0,1,2, \cdots$,

$$
\begin{align*}
& (P-i Q)(P+i Q) \psi_{n}=c_{n} \psi_{n}  \tag{3.1}\\
& (P+i Q)(P-i Q) \psi_{n}=d_{n} \psi_{n} \tag{3.2}
\end{align*}
$$

where $c_{n}$ and $d_{n}$ are numerical coefficients.
Proof: The necessity of the condition is obvious. To prove the sufficiency we let $\mathscr{K}_{0}$ denote the closed linear span of the $\psi_{n}$ and let $\Lambda$ denote the projection operator on $\mathscr{H}_{0}$. Then for any $d \in D, \Lambda E_{n} d$ is a multiple of the vector $\psi_{n}$. $\left[E_{n} \equiv E\left[\lambda_{0}+n\right)\right]$. Hence $\Lambda E_{n} d \in \Delta(P+i Q)$ and

$$
\begin{equation*}
(P \pm i Q) \Lambda E_{n} d=(P \pm i Q) k \psi_{n}=k \psi_{n+1} . \tag{3.3}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
\Lambda(P \pm i Q) E_{n} d=\Lambda E_{n \mp 1}(P \pm i Q) d=k^{\prime} \psi_{n+1} \tag{3.4}
\end{equation*}
$$

Further,

$$
\begin{align*}
k & =\left(\psi_{n+1},(P \pm i Q) \Lambda E_{n} d\right) \\
& =\left((P \mp i Q) \psi_{n+1}, \Lambda E_{n} d\right) \\
& =\left((P \mp i Q) \psi_{n+1}, E_{n} d\right) \\
& =\left(\psi_{n+1},(P \pm i Q) E_{n} d\right) \\
& =\left(\psi_{n+1}, \Lambda(P \pm i Q) E_{n} d\right)=k^{\prime} . \tag{3.5}
\end{align*}
$$

Therefore for all $E_{n} d$ we have

$$
\Lambda E_{n} d \in \Delta(P \pm i Q)
$$

and

$$
\begin{equation*}
(P \pm i Q) \Lambda E_{n} d=\Lambda(P \pm i Q) E_{n} d \tag{3.6}
\end{equation*}
$$

Thus $\Lambda$ commutes with $P / D(\lambda)$ and $Q / D(\lambda)$.
Now let $f$ be any vector in $\Delta(P)$. Since $P$ is the closure of $P / D(\lambda)$, there exists a sequence $f_{k} \in D(\lambda)$ such that $f_{k} \rightarrow f$ and $P f_{n} \rightarrow P f$. Hence $\Lambda f_{n} \rightarrow \Lambda f$ and $P \Lambda f_{n}=\Lambda P f_{n} \rightarrow \Lambda P f$. Since $P$ is closed it follows that $\Lambda f \in \Delta(P)$ and $P \Lambda f=\Lambda P f$. Thus $\Lambda$ commutes with $P$. Similarly $\Lambda$ commutes with $Q$. Since $\Lambda$ obviously commutes with $H$ it follows that $\Lambda$ commutes with $P, Q$, and $H$ and hence is a multiple of the identity. Since $\Lambda^{2}=\Lambda$ (projection operator) it follows that $\Lambda=1\left(\Lambda=0\right.$ is excluded since $\left.\psi\left(\lambda_{0}\right) \neq 0\right)$. Thus $\mathscr{H}_{0}=\mathfrak{X}$, and the spectrum of $H$ is simple.

We now apply this lemma to two cases of physical interest.

Lemma 3: The conditions of Lemma 2 for the simplicity of the spectrum of $H$ are met in the following cases:
(a) $[P, Q]=i \epsilon H, \in=0, \pm 1, P^{2}+Q^{2}+H^{2}$ essentially self-adjoint on $D$,
(b) $H=\frac{1}{2}\left(P^{2}+Q^{2}\right)+i \sigma[P, Q] \geq 0$ on $D$.

Proof: Case (a). According to a theorem of Nelson, ${ }^{\text { }}$ under conditions (a) the operators $P, Q$, and $H$ generate a unitary irreducible representation of a Lie group $\left[S U(2), E_{2}\right.$, and $S U(1,1)$ for $\epsilon=0, \pm 1$, respectively]. The operator $C=P^{2}+Q^{2}+\epsilon H^{2}$ is a Casimir operator of this group. Since $H$ is irreducible it follows that $C$ is a real $C$ number, $C$ say. We then have

$$
\begin{align*}
&(P \pm i Q)(P \mp i Q) \psi_{n} \\
&=\left\{P^{2}+Q^{2} \mp i[P, Q]\right\} \psi_{n} \\
&=\left\{\left(P^{2}+Q^{2}+\epsilon H^{2}\right)-\left(\epsilon H^{2} \mp \epsilon H\right)\right\} \psi_{n} . \\
&=\{C-\epsilon \lambda(\lambda \mp 1)\} \psi_{n} . \tag{3.7}
\end{align*}
$$

Thus the conditions of Lemma 2 are satisfied and the spectrum of $H$ is simple. In addition we obtain for

[^80]the coefficients $c_{n}, d_{n}$ the relation
\[

$$
\begin{equation*}
c_{n}=d_{n+1}=C-\epsilon \lambda(\lambda+1), \quad \lambda=\lambda_{0}+n \tag{3.8}
\end{equation*}
$$

\]

Case (b). We can write $H$ in the following form:

$$
\begin{align*}
H=\frac{1}{4}(1-2 \sigma)( & (P+i Q)(P-i Q) \\
& +\frac{1}{4}(1+2 \sigma)(P-i Q)(P+i Q) . \tag{3.9}
\end{align*}
$$

Hence (except for the special case ${ }^{10} 2 \sigma+1=0$, to be discussed below) we have

$$
\begin{align*}
(P-i Q)(P+i Q)= & {[(2 \sigma-1) /(2 \sigma+1)] } \\
& \times(P+i Q)(P-i Q) \\
& +[4 H /(2 \sigma+1)] . \tag{3.10}
\end{align*}
$$

Since $H \geq 0$, then there exists a least eigenvalue $h_{0}$ of $H$. The corresponding eigenvector $\psi_{0}$ is such that

$$
\begin{equation*}
(P-i Q) \psi_{0}=0, \tag{3.11}
\end{equation*}
$$

from which it follows that

$$
\begin{equation*}
(P+i Q)(P-i Q) \psi_{0}=0 \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
(P-i Q)(P+i Q) \psi_{0}=\left[\left(4 h_{0}\right) /(2 \sigma+1)\right] \psi_{0} . \tag{3.13}
\end{equation*}
$$

In deriving Eq. (3.13), Eqs. (3.10) and (3.12) are used.
Suppose that Eqs. (3.1) and (3.2) are satisfied for $n=0,1,2 \cdots s-1$, then

$$
\begin{align*}
& (P+i Q)(P-i Q) \psi_{s} \\
& \quad=(P+i Q)(P-i Q)(P+i Q) \psi_{s-1} \\
& =(P+i Q) c_{s-1} \psi_{s-1}=c_{s-1} \psi_{s} \tag{3.14}
\end{align*}
$$

and

$$
\begin{align*}
(P-i Q)(P+i Q) \psi_{s} & =[(2 \sigma-1) /(2 \sigma+1)] c_{s-1} \psi_{s} \\
+ & {\left[4\left(h_{0}+s\right) /(2 \sigma+1)\right] \psi_{s} . } \tag{3.15}
\end{align*}
$$

Thus Eqs. (3.1) and (3.2) are satisfied also for $n=s$. Thus, once again, the conditions of Lemma 2 are met and the spectrum of $H$ is simple.
Further, we obtain the recurrence relations

$$
\begin{align*}
c_{n}=d_{n+1}= & {[(2 \sigma-1) /(2 \sigma+1)] C_{n-1} } \\
& +\left[4\left(h_{0}+n\right) /(2 \sigma+1)\right] \tag{3.16}
\end{align*}
$$

for the coefficients $c_{n}$ and $d_{n}$.

[^81]Finally we consider the special case $2 \sigma+1=0$. In this case we have

$$
\begin{equation*}
H=\frac{1}{2}(P+i Q)(P-i Q) . \tag{3.17}
\end{equation*}
$$

We introduce the operator

$$
\begin{equation*}
S=[2(H-1)]^{-1}(P-i Q)(P+i Q) \tag{3.18}
\end{equation*}
$$

which is a well-defined operator on $D$ and $D(\lambda)$. On $E(\lambda) D$ we have

$$
\begin{align*}
S^{2}= & {[2(\lambda+1)]^{-1}(P-i Q)(P+i Q)[2(\lambda+1)]^{-1} } \\
& \times(P-i Q)(P+i Q) \\
= & {\left[2(\lambda+1)^{-1}(P-i Q)[2 H / 2(\lambda+1)](P+i Q)\right.} \\
= & {[2(\lambda+1)]^{-1}(P-i Q)(P+i Q) } \\
= & S . \tag{3.19}
\end{align*}
$$

Since $D(\lambda)$ is dense in $H$, it follows that the closure $S$ of $S$ is a projection operator. There are then two cases to consider.

Case $1: \bar{S}=I$ (where $I$ is the unit operator). Then from (3.20) we have

$$
\begin{equation*}
(P-i Q)(P+i Q)=2(H+1) \quad \text { on } \tag{3.20}
\end{equation*}
$$

D.

Combining (3.19) and (3.22) we obtain

$$
\begin{equation*}
[Q, P]=i \quad \text { and } \quad H=\frac{1}{2}\left(P^{2}+Q^{2}+1\right) \text { on } D . \tag{3.21}
\end{equation*}
$$

But $H$ is essentially self-adjoint on $D$. Hence this is exactly the case of the harmonic oscillator in ordinary quantum mechanics.

Case 2: There exists at least one vector $h \in \mathfrak{J e}$ such that $\bar{S} h=0$. Then since

$$
[\bar{S}, H]=0 \quad \text { on } \quad D(\lambda),
$$

there exists at least one eigenspace $E\left(\lambda_{0}\right)$ He such that $\bar{S} \neq 1$ on $E\left(\lambda_{0}\right)$ He. From this it follows that there exists at least one vector $\psi\left(\lambda_{0}\right) \in E\left(\lambda_{0}\right) D$ such that

$$
S \psi\left(\lambda_{0}\right)=0 .
$$

But then from the definition of $S$ we have

$$
\begin{equation*}
(P+i Q) \psi\left(\lambda_{0}\right)=0 \tag{3.22}
\end{equation*}
$$

Let us now construct the sequence

$$
\begin{equation*}
\psi_{-m}=(P-i Q)^{m} \psi\left(\lambda_{0}\right), \quad m=0,1,2, \cdots \tag{3.23}
\end{equation*}
$$

Since

$$
\begin{equation*}
(P+i Q)(P-i Q) \psi_{-m}=2 H \psi_{-m}=2\left(\lambda_{0}-m\right) \psi_{-m} \tag{3.24}
\end{equation*}
$$

and

$$
\begin{align*}
(P-i Q)(P+i Q) & \psi_{-m} \\
& =(P-i Q)(P+i Q)(P-i Q) \psi_{-m+1} \\
& =(P-i Q) 2\left(\lambda_{0}-m+1\right) \psi_{-m+1} \\
& =2\left(\lambda_{0}-m+1\right) \psi_{-m}, \tag{3.25}
\end{align*}
$$

it is clear that this sequence satisfies the conditions of Lemma 2. Thus the spectrum of $H$ is simple.

In addition, since $H \geq 0$, the sequence (3.25) must terminate. Further, it is clear from (3.25) and (3.14) that $H=0$ on the lowest state. Thus we obtain a finite representation for the operators $P, Q$, and $H$ and the spectrum of $H$ is $0,1,2, \cdots, n$. This is the case of parafermi statistics.

## 4. EXPLICIT REPRESENTATIONS FOR THE $\operatorname{CASE}[P, Q]=i \epsilon H$

Since in the special cases (a) and (b) considered in the last section the spectrum of $H$ is simple, the representation of $P, Q$, and $H$ is completely determined by the eigenvalues of $H$ and the coefficients $c_{n}$ and $d_{n}$ of Eqs. (3.8) and (3.18). In fact the only nonvanishing matrix elements are

$$
\begin{align*}
\left(\psi_{n}, H \psi_{n}\right) & =\lambda_{0}+n, & & \\
\left(\psi_{n+1}, P+i Q \psi_{n}\right) & =a_{n}, & & \left|a_{n}\right|^{2}=c_{n},  \tag{4.1}\\
\left(\psi_{n-1}, P-i Q \psi_{n}\right) & =b_{n}, & & \left|b_{n}\right|^{2}=d_{n} .
\end{align*}
$$

Hence in order to obtain the explicit representations in these cases it is sufficient to determine the range of $n$ and the coefficients $c_{n}$ and $d_{n}$. But since $H, P$, and $Q$ are symmetric the necessary and sufficient condition for the existence of a representation is

$$
\begin{equation*}
\lambda_{0} \text { real, } \quad a_{n}=b_{n+1}^{*} . \tag{4.2}
\end{equation*}
$$

The second relation sharpens the relation $c_{n}=d_{n+1}$ of (3.8) and (3.18). The phases of the $a_{n}$ and $b_{n}$ are otherwise undetermined, but may be absorbed into the phases of the vectors $\psi_{n}$.

In the present section we determine the explicit representation in the case (a), i.e., when $[P, Q]=i \epsilon H$ and $P^{2}+Q^{2}+H^{2}$ is essentially self-adjoint on $D$. In this case, as mentioned earlier, the $P, Q$, and $H$ generate a unitary representation of a Lie group on $H$.

From (3.8) we have in this case

$$
\begin{equation*}
c_{n}=C-\epsilon \lambda(\lambda+1), \quad \lambda=\lambda_{0}+n . \tag{4.3}
\end{equation*}
$$

We discuss the special cases $\epsilon=0, \pm 1$ separately.

$$
\text { (i) } \epsilon=0 . \text { Group } E_{2}
$$

In this case we obtain the representation (4.1) with $d_{n}=c_{n}=C \geq 0$. For $C=0$ the representation is trivial with $P=Q=0$ and $H=$ any real constant $\lambda_{0}$. For $C>0$ the spectrum of $H$ is unbounded above and below. If we demand that $H$ generate a singlevalued representation of $0(2) \subset E_{2}$ we obtain the additional restriction, $\lambda_{0}=$ integer.
(ii) $\epsilon=1$. Group $S U(2)$

In this case we obtain (4.1) with $c_{n}=d_{n+1}=$ $C-\lambda(\lambda+1)$. The special feature of this case is that the positive operator $P^{2}+Q^{2}+H^{2}$ is a constant $(=C)$. From this it follows that $P, Q$, and $H$ are bounded operators. Thus the spectrum of $H$ is bounded and there must exist two values $j$ and $k$, say of $\lambda$, such that
$\lambda(\lambda+1)=C$ for $\lambda=j, k, j \geq k$

$$
\begin{equation*}
j-k=\text { integer } \tag{4.4}
\end{equation*}
$$

From (4.4) we obtain immediately the well-known result that for $S U(2)$ the spectrum of $H$ is of the form $-j,-j+1, \cdots j-1, j, 2 j$ integer, and that the nonzero elements of $P$ and $Q$ are given by (4.1) with

$$
\begin{align*}
& c_{n}=j(j+1)-\lambda(\lambda+1),  \tag{4.5}\\
& d_{n}=j(j+1)-\lambda(\lambda-1) .
\end{align*}
$$

Note that in this case we automatically obtain the restriction $2 j=$ integer. This is because $S U(2)$ is its own covering group.

$$
\text { (iii) } \epsilon=-1 . \text { Group } S U(1,1)
$$

The matrix elements of $P, Q$, and $H$ are given by (4.1) with $c_{n}=d_{n+1}=C+\lambda(\lambda+1)$. The covering group of $S U(1,1)$ is infinitely connected. Hence to obtain single- or double-valued representations we must impose from outside the condition $2 \lambda=$ integer. The possible representation can then be divided into four classes:
(a) $\lambda=$ integer, $C>0$,
(b) $\lambda=\frac{1}{2}$-odd-integer, $C>\frac{1}{4}$.

In these two classes $C+\lambda(\lambda+1) \geq 0$ for all $\lambda$. Hence representations are possible for all $c$, and the spectrum of $H$ is unbounded above and below.
(c) $\lambda=$ integer, $C \leq 0$,
(d) $\lambda=$ half-odd-integer, $C \leq \frac{1}{4}$.

In these two cases $C+\lambda(\lambda+1)$ becomes negative unless for some nonnegative integer and half-odd integer, respectively, $c=j(j+1)$. Representations are possible for these and only these values of $c$, and the spectrum of $H$ terminates either below at $j$ or above at $-(j+1)$.

One can easily check that these four classes of representations of $\operatorname{SU}(1,1)$ correspond to the five classes of representations found by Bargman. ${ }^{4}$

## 5. EXPLICIT REPRESENTATION IN THE CASE

$$
H=\frac{1}{2}\left(P^{2}+Q^{2}\right)+i \sigma[P, Q]
$$

We now consider the parastatistics case. The matrix elements of $P, Q$, and $H$ are given by Eq. (4.1), with $\lambda_{0}+n \geq 0$. The possibilities are restricted only by the condition $\lambda_{0}$ real, $c_{n} \geq 0$ of Eq. (4.3).

For the general case $2 \sigma+1 \neq 0$ the $C_{n}$ are determined by the recurrence relations (3.18). Solving these equations we obtain

$$
\begin{align*}
\frac{1}{2} c_{n} & =\frac{1}{2} d_{n+1}=\left(h_{0}-\sigma-\frac{1}{2}\right) \\
& \times\left\{1-[(2 \sigma-1) /(2 \sigma+1)]^{n+1}\right\}+n+1 . \tag{5.1}
\end{align*}
$$

For $\sigma \geq 0$ and $\sigma<-\frac{1}{2}$ the condition $c_{n}>0$ is automatically satisfied. Representations exist and the spectrum of $H$ is unbounded above. For $-\frac{1}{2}<$ $\sigma<0$ the situation is more complicated. It has been analyzed in detail in Ref. 7. The main results are that no representations exist for general value of $h_{0}$, but for particular values of $h_{0}$, both finite- and infinitedimensional representations exist.

Finally, we consider the special case $2 \sigma+1=0$. When this case leads to the case of the ordinary quantum-mechanical harmonic oscillator, we obviously obtain the usual matrix elements for that case, namely $h_{0}=\frac{1}{2}, \quad c_{n}=d_{n+1}=2(n+1)$. For the other possibility, the parafermi case, it is easy to see from the discussion of Sec. 3, that we obtain the finite matrices

$P=\left[\begin{array}{cccccc}0 & (1)^{\frac{1}{2}} & & & & \\ (1)^{\frac{1}{2}} & 0 & (2)^{\frac{1}{2}} & & & \\ & (2)^{\frac{1}{2}} & 0 & (3)^{\frac{1}{2}} & & \\ & & (3)^{\frac{1}{2}} & \cdot & & (n-1)^{\frac{1}{2}} \\ & & & & \cdot & . \\ & & & & \\ & & & (n-1)^{\frac{1}{2}} & 0\end{array}\right]$,

$$
Q=i\left[\begin{array}{ccccc}
0 & (1)^{\frac{1}{2}} & & & \\
-(1)^{\frac{1}{2}} & 0 & (2)^{\frac{1}{2}} & & \\
& -(2)^{\frac{1}{2}} & 0 & (3)^{\frac{1}{2}} & \\
& & -(3)^{\frac{1}{2}} & \cdot & \\
& & & & (n-1)^{\frac{1}{2}} \\
& & & & \cdot \\
& & & -(n-1)^{\frac{1}{2}} & 0
\end{array}\right]
$$

## 6. ANALYTICITY OF THE DOMAIN $D$

So far we have assumed only that $D$ is analytic with respect to $H$. We now consider the question of its
analyticity with respect to $P$ and $Q$. A sufficient condition that it be analytic with respect to $P$ and $Q$ also is given by the following lemma.

Lemma 4: The domain $D$ is analytic for $P$ and $Q$ if for all $d \in D\|Z d\| \leq\|H d\|+c\|d\|$, where $Z$ means $P$ or $Q$ and $c$ is a constant independent of $d$.

Proof: We first introduce a set of numerical coefficients $C_{n}^{r}$ by the relation

$$
\begin{equation*}
\sum_{r=0}^{n} C_{n}^{r} x^{r}=\prod_{r=0}^{n}(x+c+r-1) . \tag{6.1}
\end{equation*}
$$

It is easy to see that the $C_{n}^{r}$ satisfy the recurrence relation

$$
\begin{equation*}
C_{n+1}^{\tau}=C_{n}^{r-1}+(n+c) C_{n}^{\tau}, \tag{6.2}
\end{equation*}
$$

where it is understood that

$$
\begin{equation*}
C_{n}^{-1}=C_{n}^{n+1}=0, \tag{6.3}
\end{equation*}
$$

and have the following upper bound:

$$
\begin{equation*}
C_{n}^{r} \leq\binom{ n}{r}(n+c)^{n-r} . \tag{6.4}
\end{equation*}
$$

We then define $Z^{r}$ to be $Z_{1} Z_{2} \cdots Z_{r}$ where $Z_{s}=P$ or $Q$ for all $s=1,2, \cdots r$, and establish the relation

$$
\begin{equation*}
\left\|Z^{n} d\right\| \leq \sum_{r=0}^{n} C_{n}^{r}\left\|H^{r} d\right\| \tag{6.5}
\end{equation*}
$$

The proof is by induction. Suppose (6.5) is true for $n=0,1, \cdots N$. Then,

$$
\begin{aligned}
\left\|\mathrm{Z}^{N+1} d\right\| & \leq\left\|(H+c) \mathrm{Z}^{N} d\right\| \\
& \leq\left\|\mathrm{Z}^{N}(H+c) d\right\|+\left\|\left[H, \mathrm{Z}^{N}\right] d\right\| \\
& \leq \sum_{r=0}^{N} C_{N}^{r}\left\|H^{r}(H+c) d\right\|+n\left\|\mathrm{Z}^{N} d\right\|,
\end{aligned}
$$

where in obtaining the first term we have used (6.5) and in obtaining the second we have used Eq. (1.1). Using (6.5) again, we obtain

$$
\begin{align*}
\left\|\mathrm{Z}^{N+1} d\right\| & \leq \sum_{r=0}^{N}\left\{C_{N}^{r}\left\|H^{r+1} d\right\|+(n+c) C_{N}^{r}\left\|H^{r} d\right\|\right\} \\
& =\sum_{r=0}^{N+1}\left\{C_{N}^{r-1}+(n+c) C_{N}^{r}\right\}\left\|H^{r} d\right\| \\
& =\sum_{r=0}^{N+1} C_{N+1}^{r}\left\|H^{r} d\right\| \tag{6.6}
\end{align*}
$$

Thus (6.5) is true for $n=N+1$, and so for all $n$. We then have

$$
\begin{align*}
\sum_{1}^{N} \frac{|t|^{n}}{n!}\left\|Z^{n} d\right\| & \leq \sum_{1}^{N} \frac{|t|^{n}}{n!} \sum_{r=0}^{n} C_{n}^{r}\left\|H^{r} d\right\| \\
& \leq \sum_{r=0}^{N} \sum_{n==}^{N} \frac{|t|^{n}}{n!} C_{n}^{r}\left\|H^{r} d\right\| \\
& \leq \sum_{r=0}^{N} \sum_{n=r}^{N} \frac{|t|^{n}}{r!} \frac{(n+c)^{n-r}}{(n-r)!}\left\|H^{r} d\right\| . \tag{6.7}
\end{align*}
$$

The last expression is obtained by using (6.4). Hence,

$$
\begin{align*}
\sum_{1}^{N} \frac{|t|^{n}}{n!}\left\|Z^{n} d\right\| & \leq \sum_{r=0}^{N} \sum_{m=0}^{N-r} \frac{|t|^{m+r}}{r!} \frac{(r+m+c)^{m}}{m!}\left\|H^{r} d\right\| \\
& \leq \sum_{r=0}^{N} \sum_{m=0}^{N-r} \frac{|t|^{r}}{r!} \frac{|t|^{m} m^{m}}{m!}\left(1+\frac{r+c}{m}\right)^{m}\left\|H^{r} d\right\| \\
& \leq \sum_{r=0}^{N} \sum_{m=0}^{N-r} \frac{|t|^{r}}{r!} \frac{|t|^{m} m^{m}}{m!} e^{r+c}\left\|H^{r} d\right\| \\
& \leq e^{c} \sum_{r=0}^{N} \frac{e^{r}|t|^{r}}{r!}\left\|H^{r} d\right\| \sum_{m=0}^{N-r} \frac{|t|^{m} m^{m}}{m!} \\
& \leq e^{c} \sum_{r=0}^{N} \frac{e^{r}|t|^{r}}{r!}\left\|H^{r} d\right\| \sum_{m=0}^{N-r} e^{m}|t|^{m} . \tag{6.8}
\end{align*}
$$

But $D$ is an analytic domain for $H$. Hence $d$ is an analytic vector, with radius of convergence $t_{0}$, say. Hence the two series on the right-hand side of (6.8) converge for et $<t_{1}=\min \left[t_{0}, 1\right]$. Thus $d$ is an analytic vector for $Z$ with radius of convergence $\geq t_{1} / e$. This establishes the lemma. ${ }^{11}$ We obtain also the following simple corollary.

Corollary: Let $H=\frac{1}{2}\left(P^{2}+Q^{2}\right)$ on $D$, and $D$ be an analytic domain for $H$. Then if $H, P$, and $Q$ satisfy (1.1) on $D, D$ is an analytic domain for $H, P$, and $Q$.
Note that in the case $H=\frac{1}{2}\left(P^{2}+Q^{2}\right)$ the complicated expressions (5.1) for the matrix elements of $P$ and $Q$ reduce to $c_{n}=d_{n+1}=2\left(h_{0}+n\right)+1$. For $h_{0}=\frac{1}{2}$ they reduce further to the ordinary quantummechanical values $c_{n}=d_{n-1}=2(n+1)$. The statement of the above corollary can actually be weakened by the following.

Lemma 5: Let $H=\frac{1}{2}\left(P^{2}+Q^{2}\right)$ be essentially selfadjoint, and (1.1) be satisfied, on $D$. Then there exists in $\mathcal{H E}$ a common dense analytic domain $A$ for $P, Q$, and $H$.

[^82]Proof: We construct the analytic domain $A$ for $H$ (which certainly exists, since $H$ is self-adjoint) and show that it is an analytic domain for $P$ and $Q$. This will follow from the proof of Lemma 4 if we can show that for all $a \in A$,

$$
\begin{equation*}
\left\|Z^{r+1} a\right\| \leq \sum_{q=0}^{r+1} C_{r+1}^{q}\left\|H^{q} a\right\| \tag{6.9}
\end{equation*}
$$

where the $C_{r}^{a}$ are the coefficients defined in Lemma 4. To prove this we show that it is true jointly with

$$
\begin{equation*}
\left[H, Z^{r}\right] a=\tilde{Z}_{r} a \tag{6.10}
\end{equation*}
$$

where $\tilde{Z}_{r}$ is the $r$ th-degree monomial in $P$ and $Q$ obtained by computing the same commutator on $D$.

To prove (6.9) and (6.10) we assume that they are satisfied for $r=1 \cdots s-1$. By definition,

$$
\begin{equation*}
\left(\left[H, Z^{s}\right] d-\tilde{Z}_{s} d, a\right)=0 \tag{6.11}
\end{equation*}
$$

whence, using (6.9) for $r=s-1$ we have

$$
\begin{equation*}
\left(H d, Z^{s} a\right)=\left(d, Z^{s} H a-\tilde{Z}_{s} a\right) . \tag{6.12}
\end{equation*}
$$

Thus $Z^{s} a$ is in the domain of $(H / D)^{*}=H$ and

$$
\begin{equation*}
H Z^{\mathrm{s}} a=Z^{\mathrm{s}} H a-\tilde{Z}_{s} a . \tag{6.13}
\end{equation*}
$$

This is Eq. (6.10) for $r=s$. Further, since

$$
Z^{s} a \in \Delta(H), \quad Z^{s} a \in \Delta(Z)
$$

and

$$
\left\|Z^{s+1} a\right\| \leq\left\|H Z^{s} a\right\|+c\left\|Z^{s} a\right\|
$$

Using this equation and Eqs. (6.9) and (6.10) for $r=1 \cdots s-1$, we obtain exactly as in Eq. (6.6),

$$
\left\|Z^{s+1} a\right\| \leq \sum_{r=0}^{s+1} c_{s+1}^{r}\left\|H^{r} d\right\| .
$$

This is just Eq. (6.9) for $r=s$. Thus Eqs. (6.9) and (6.10) are valid for $r=s$, and so for all $r$, as required.

This lemma generalizes a result due to Dixmier, ${ }^{12}$ which states that if $\frac{1}{2}\left(P^{2}+Q^{2}\right)$ is essentially selfadjoint on $D$ and $[Q, P]=i$ on $D$, then $P$ and $Q$ are essentially self-adjoint on $D$.
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#### Abstract

Quantum-mechanical corrections to the pair distribution function of a plasma at high temperature and low density are calculated to order $e^{2}$ in the interaction, using standard diagram perturbation techniques. Both the effects due to quantum statistics (exchange) and the finite size of a wave packet (dynamic screening), are considered.


## 1. INTRODUCTION

In this paper calculations are made of quantummechanical corrections to the pair distribution function (PDF) of a plasma at high temperature and low density. Standard quantum diagram perturbation techniques ${ }^{1-3}$ are used to derive the corrections to first order in the interaction $e^{2}$.

The pair distribution function $g(r)$ gives the probability of finding a particle within the distance ( $r, r+d r$ ) of a given particle. It is of interest because it is directly related to experimental quantities; in particular, to the cross section for the elastic scattering of an "external" particle or photon from the system, within the Born approximation. ${ }^{4}$ As an asymptotic expansion in terms of the plasma parameter $\Lambda$, the PDF for a classical electron gas (in a uniform positive background) has the form

$$
\begin{align*}
\delta g(r) \equiv g(r)-1 & =\exp \left[-\frac{\Lambda}{\kappa r} e^{-\kappa r}\right] \\
& -1+O\left(\Lambda^{2}\right)+O\left(\Lambda^{2} \ln \Lambda\right) \tag{1.1}
\end{align*}
$$

where $\beta=1 / k T, \rho$ is the density of electrons, and $\kappa^{-1}=\lambda_{D}=\left(4 \pi \rho \beta e^{2}\right)^{-\frac{1}{2}}$, the classical Debye length, is a measure of the static screening distance in the plasma. The plasma parameter $\Lambda$ is given by

$$
\begin{equation*}
\Lambda=\frac{1}{4 \pi \rho \lambda_{D}^{3}}=2 \pi^{\frac{1}{2}} e^{3} \beta^{\frac{3}{2}} \rho^{\frac{1}{2}} \tag{1.2}
\end{equation*}
$$

For large distances $r$, Eq. (1.1) gives as leading term the well-known linearized Debye-Hückel ${ }^{5}$ result

$$
\begin{equation*}
\delta g(r)=-\Lambda(\kappa r)^{-1} e^{-\kappa r} \tag{1.3}
\end{equation*}
$$

Terms beyond the first in Eq. (1.1), of order $\Lambda^{2}$ and $\Lambda^{2} \ln \Lambda$, correspond to the $\mathrm{Abe}^{6}$ correction to the equation of state. They have been calculated by

[^84]Bowers and Salpeter, Hirt, DeWitt, and others, using diagram methods ${ }^{7}$; also by O'Neil and Rostoker, ${ }^{8}$ and Lie and Ichikawa ${ }^{9}$ using a kinetic equation approach. ${ }^{10}$

Apart from these classical terms, there are also quantum corrections; i.e., those involving $\hbar$. Quantum effects of two kinds persist at high temperatures: Corrections of the first kind, exchange corrections, are a consequence of quantum statistics, which give distance correlations even in the absence of interactions. The zero-order exchange correction to the PDF of a Fermi or Bose gas was found by Uhlenbeck and Gropper ${ }^{11}$ to be, at high temperatures,

$$
\begin{equation*}
\delta g_{0}(r)=\mp e^{\left.-\frac{1}{2}(r / t)\right)^{2}} \tag{1.4}
\end{equation*}
$$

where the upper and lower signs refer to systems of fermions or bosons, respectively, $\lambda$ is the thermal de Broglie wavelength

$$
\begin{equation*}
\lambda=\hbar(\beta / 2 m)^{\frac{1}{2}} \tag{1.5}
\end{equation*}
$$

and $m$ is the particle mass. In the fermion case an extra factor $\frac{1}{2}$ must multiply Eq. (1.4) to take account of the exclusion principle. The relation (1.4) is a special case of the more general result of London ${ }^{12}$ and Placzek ${ }^{13}$ valid for a noninteracting quantum gas at all temperatures,
$\delta g_{0}(r)=\mp\left\{\frac{1}{(2 \pi \hbar)^{3} \rho} \int d^{3} p e^{i \mathrm{P} \cdot \mathrm{I} / \hbar} \frac{z e^{-\beta \nu^{2} / 2 m}}{1 \pm z e^{-\beta p^{2} / 2 m}}\right\}^{2}$,
where the fugacity $z$ is related to the density $\rho$ by

$$
\begin{equation*}
\rho=\frac{1}{(2 \pi \hbar)^{3}} \int d^{3} p \frac{z e^{-\beta p^{2} / 2 m}}{1 \pm z e^{-\beta p^{2} / 2 m}} . \tag{1.7}
\end{equation*}
$$

[^85]This formula [Eq. (1.6)] expresses the zero-order PDF in terms of the Fourier transform of the Fermi or Bose distribution. The next contribution to the PDF due to exchange is of first order in $e^{2}$, and is evaluated explicitly in Sec. 2. The result is

$$
\begin{align*}
& \delta g_{E}(r) \sim \frac{\beta e^{2}}{2 r} e^{-\frac{1}{2}(r / \lambda)^{2}} \\
& \quad \times\left[\log (r / \lambda)+\frac{1}{2} \log 2 \gamma+\frac{1}{2}(\lambda / r)^{2}+O(\lambda / r)^{4}\right] \tag{1.8}
\end{align*}
$$

for $r \gg \lambda$, and

$$
\begin{align*}
\delta g_{E}(r) \sim & \frac{1}{2}(\pi / 2)^{\frac{1}{2}} \frac{\beta e^{2}}{\lambda} e^{-\frac{1}{2}(r / t)^{2}} \\
& \times\left[1+(2 \pi)^{-\frac{1}{2}}\left(\frac{r}{\lambda}\right)-\frac{1}{6}\left(\frac{r}{\lambda}\right)^{2}+\cdots\right] \tag{1.9}
\end{align*}
$$

for $r \ll \lambda$. The corresponding correction to the equation of state, which is of second order in $e^{2}$, is also evaluated in Sec. 2.

The second kind of quantum correction to be considered is a consequence of the quantum-mechanical treatment of classical statistics. By this we mean that the point charges which make up the classical system should strictly be treated as wave packets of spatial extent $\lambda$. These wave packets obey MaxwellBoltzmann statistics. The net effect of making this correction is the appearance of a dynamically screened interaction ${ }^{14}$ in place of the statically screened one. In Sec. 3 we obtain the effects of dynamical screening on the PDF up to the chain or pair approximation, which corresponds to the result of DeWitt ${ }^{15}$ and Montroll and one of us ${ }^{16}$ for the ring contribution to the partition function or equation of state. The result is

$$
\begin{align*}
\delta g_{c}(r) & \sim-\left(\beta e^{2} / r\right)\left\{e^{-\kappa r}\left[1+\frac{1}{3}\left(\lambda / \lambda_{D}\right)^{2}+O\left(\lambda / \lambda_{D}\right)^{4}\right]\right. \\
& \left.-(\lambda / r)^{2} e^{-\frac{1}{2}(r / \lambda)}\left[1+O\left((\lambda / r)^{2},\left(\lambda / \lambda_{D}\right)^{2}\right)\right]\right\} \quad(1 \tag{1.10}
\end{align*}
$$

in the region $\lambda / \lambda_{D} \ll 1 \ll r / \lambda$, and

$$
\begin{equation*}
\delta g_{c}(r) \sim-(\pi / 2)^{\frac{1}{2}}\left(\beta e^{2} / \pi\right)\left[1+O\left(\lambda / \lambda_{D}\right)^{2}+O(r / \pi)^{2}\right] \tag{1.11}
\end{equation*}
$$

when $r / \lambda \ll \lambda / \lambda_{D} \ll 1$.
The calculations in this paper are performed for an electron gas immersed in a uniform background of neutralizing charge. The generalization to an electronion plasma is straightforward for the present contributions, and the method will be indicated briefly at the end of the appropriate sections. The system is translationally invariant.

[^86]We use the equivalent diagram perturbation formalisms of Montroll and Ward ${ }^{1,2}$ (MW) or Luttinger and Ward ${ }^{3}$ (LW), since the problem has been formulated already by these authors in a convenient form for computation.

## 2. EXCHANGE CORRECTIONS

Exchange diagrams, of first order in the interaction which contribute to the PDF are shown in Figs. 1(b) and 1 (c). Figure 1(a) represents the exchange term associated with the noninteracting system, which gives in the near classical limit the Uhlenbeck and Gropper formula Eq. (1.4). The diagram [Fig. 1(c)] is, in the terminology of Luttinger and Ward, anomalous, and will be shown to yield a result of higher order in $\hbar$ than Fig. 1(b). The main term to be evaluated then is the "crossed exchange" diagram of Fig. 1(b). The general quantum-mechanical expression for its contribution to the PDF is given by Ref. 2 (with an additional factor 2 for spin weighting),

$$
\begin{align*}
& \delta g_{E}(r)=\frac{1}{\rho^{2}(2 \pi \hbar)^{6} \beta^{2}} \\
& \quad \times \sum_{t_{1} t_{2}=-\infty}^{\infty} \int d^{3} q_{1} e^{i \mathrm{q}_{1} \mathrm{r} / \hbar} \int d^{3} q_{2}\left[-u\left(q_{2}\right)\right] 2 \Lambda_{4}(E) \tag{2.1}
\end{align*}
$$

where

$$
\begin{align*}
\Lambda_{4}(E)= & \frac{1}{2 \pi i} \int d^{3} p \int_{c} d \eta\left[\left(z^{-1} e^{-\beta \eta}+1\right)^{-1}-z e^{\beta \eta}\right] \\
& \times\left\{[\eta+\epsilon(p)]\left[\eta+2 \pi i t_{1} / \beta+\epsilon\left(\mathbf{p}+\mathbf{q}_{1}\right)\right]\right. \\
& \times\left[\eta+2 \pi i\left(t_{1}+t_{2}\right) / \beta+\epsilon\left(\mathbf{p}+\mathbf{q}_{1}+\mathbf{q}_{2}\right)\right] \\
& \left.\times\left[\eta+2 \pi i t_{2} / \beta+\epsilon\left(\mathbf{p}+\mathbf{q}_{2}\right)\right]\right\}^{-1} \tag{2.2}
\end{align*}
$$

and

$$
\begin{equation*}
u(q)=(2 \pi \hbar)^{-3} \int d^{3} r v(r) e^{i q-r / \hbar}=\frac{e^{2}}{2 \hbar \pi^{2} q^{2}} \tag{2.3}
\end{equation*}
$$

is the Fourier transform of the Coulomb interaction. The contribution $z e^{\beta \eta}$ has been subtracted from the fermion function $\left(z^{-1} e^{-\beta \eta}+1\right)^{-1}$ which usually appears in $\Lambda_{n}$ (Ref. 2), since a one-toron exchange diagram represents a forbidden process. In Eq. (2.2) $\epsilon(\mathrm{p})=p^{2} / 2 m$, and the contour $c$ is to be chosen so that it separates the poles of the fermion function $\left(z^{-1} e^{-\beta \eta}+1\right)^{-1}$ from those of the rest of the $\eta$ integrand. The usual MW procedure to evaluate the


Fig. 1. Exchange diagrams contributing to the pair distribution function up to first order in the interaction $e^{2}$. The crosses indicate unintegrated points.
propagator is to close the contour $c$ in Eq. (2.1) in an anticlockwise direction around the poles of the energy denominators which occur at

$$
\begin{equation*}
\eta=-\epsilon(\mathbf{p}), \quad-\epsilon\left(\mathbf{p}+\mathbf{q}_{\mathbf{1}}\right)-2 \pi i t_{1} / \beta, \cdots \tag{2.4}
\end{equation*}
$$

For the explicit evaluation of exchange diagrams it turns out to be more convenient to close the contour of the $\eta$ integration in a clockwise direction, so that it encircles the poles of the fermion function. For electrons, we have poles due to $\left(z^{-1} e^{-\beta \eta}+1\right)^{-1}$ at

$$
\begin{equation*}
\eta=-\mu-(2 l+1) \pi i / \beta \equiv-\zeta_{l} \tag{2.5}
\end{equation*}
$$

with residue $1 / \beta$. This leads at once to an expression for the propagator $\Lambda_{4}(E)$ in terms of the singleparticle propagators

$$
\begin{equation*}
G\left(p, \omega_{l}\right) \equiv\left[\zeta_{l}-\epsilon(p)\right]^{-1} \tag{2.6}
\end{equation*}
$$

of the LW formalism. Thus we have

$$
\begin{array}{r}
\delta g_{E}(r)=\frac{2}{(2 \pi \hbar)^{6} \beta^{3} \rho^{2}} \int d^{3} q_{1} e^{i q_{1} \cdot \mathbf{r} / \hbar} \int d^{3} q_{2} u\left(q_{2}\right) \\
\times \int d^{3} p S\left(\mathbf{p}, \mathbf{q}, \mathbf{q}_{2}\right), \tag{2.7}
\end{array}
$$

where

$$
\begin{align*}
S= & \sum_{t_{1}, t_{2}, l=-\infty}^{\infty}\left\{\left[\zeta_{l}-\epsilon(\mathbf{p})\right]\left[\zeta_{l+t_{1}}-\epsilon\left(\mathbf{p}+\mathbf{q}_{1}\right)\right]\right. \\
& \times\left[\zeta_{l+t_{1}+t_{2}}-\epsilon\left(\mathbf{p}+\mathbf{q}_{1}+\mathbf{q}_{2}\right)\right] \\
& \left.\times\left[\zeta_{l+t_{2}}-\epsilon\left(\mathbf{p}+\mathbf{q}_{2}\right)\right]\right\}^{-1} \tag{2.8}
\end{align*}
$$

Note that to obtain the contribution to $\rho^{-1}(\delta(\mathbf{k})-1)$, where $S(\mathbf{k})$ is the static form factor ${ }^{17}$ of the system, one simply drops the factor $(2 \pi \hbar)^{-3} \int d^{3} q_{1} \exp \left(i q_{1} \cdot \mathbf{r} / \hbar\right)$ and puts $\mathbf{q}_{\mathrm{i}}=\hbar \mathbf{k}$.
The sums in Eq. (2.8) can be performed with the aid of the identity

$$
\begin{equation*}
\frac{1}{\beta} \sum_{l} \frac{e^{\zeta_{l} \alpha}}{\zeta_{l}-\epsilon}=\left\{H(\alpha) f_{-}(\epsilon)-H(-\alpha) f_{+}(\epsilon)\right\} e^{\alpha \epsilon}, \tag{2.9}
\end{equation*}
$$

where

$$
\begin{align*}
& f_{-}(\epsilon)=1 /\left(z^{-1} e^{\beta \epsilon}+1\right) \\
& f_{+}(\epsilon)=1 /\left(z e^{-\beta \epsilon}+1\right)=1-f_{-}(\epsilon) \tag{2.10}
\end{align*}
$$

and $H(\alpha)$ is the step function.
Changing to new summation variables
$k_{1}=l+t_{1}, \quad k_{2}=l+t_{2}, \quad k_{3}=l+t_{1}+t_{2}$
and writing for notational convenience

$$
\begin{array}{cc}
\epsilon(\mathbf{p})=\epsilon, & \epsilon\left(\mathbf{p}+\mathbf{q}_{1}\right)=\epsilon_{1}, \\
\epsilon\left(\mathbf{p}+\mathbf{q}_{2}\right)=\epsilon_{2}, & \epsilon\left(\mathbf{p}+\mathbf{q}_{1}+\mathbf{q}_{2}\right)=\epsilon_{3}, \tag{2.12}
\end{array}
$$

[^87]we have
\[

$$
\begin{align*}
S & =\sum_{l, k_{1}, k_{2}, k_{3}} \delta_{k_{1}+k_{2}, k_{3}+l} h\left(k_{1}, k_{2}, k_{3}, l\right) \\
& =\frac{1}{\beta} \int_{0}^{\beta} d \beta^{\prime} \sum_{l, k_{1}, k_{2}, k_{3}} e^{2 \pi i \beta^{\prime}\left(k_{1}+k_{2}-k_{3}-l\right) / \beta} h\left(k_{1}, k_{2}, k_{3}, l\right), \tag{2.13}
\end{align*}
$$
\]

where $h$ represents the summand of Eq. (2.8) and we have used an integral representation for the Kroneckerdelta function. Then, using the identity (2.9) we have

$$
\begin{align*}
S= & \frac{1}{\beta} \int_{0}^{\beta} d \beta^{\prime} \sum_{l, k_{1}, k_{2}, k_{3}} \frac{e^{-\beta^{\prime} \zeta_{2}}}{\left(\zeta_{1}-\epsilon\right)} \frac{e^{\beta^{\prime} \zeta k_{1}}}{\left(\zeta_{k_{1}}-\epsilon_{1}\right)} \\
& \times \frac{e^{\beta} \zeta k_{2}}{\left(\zeta_{k_{2}}-\epsilon_{2}\right)} \frac{e^{-\beta^{\prime} \zeta \xi_{3}}}{\left(\zeta_{k_{3}}-\epsilon_{3}\right)} \\
= & \beta^{3} \int_{0}^{\beta} d \beta^{\prime} f_{+}(\epsilon) f_{-}\left(\epsilon_{1}\right) f_{-}\left(\epsilon_{2}\right) f_{+}\left(\epsilon_{3}\right) e^{\beta^{\prime}\left(-\epsilon+\epsilon_{1}+\epsilon_{2}-\epsilon_{3}\right)} . \tag{2.14}
\end{align*}
$$

Finally, noting that

$$
\begin{equation*}
f_{-}(\epsilon) e^{\beta \epsilon}=z f_{+}(\epsilon), \tag{2.15}
\end{equation*}
$$

we can perform the integration over $\beta^{\prime}$ in Eq. (2.14) and after substituting for $S$ in Eq. (2.7), find for the contribution to the PDF, the expression

$$
\begin{align*}
& \delta g_{E}(r)=\frac{2}{(2 \pi \hbar)^{6} p^{2}} \int d^{3} q_{1} e^{i q_{1} \times r / \hbar} \int d^{3} q_{2} u\left(q_{2}\right) \int d^{3} p \\
& \quad \times \frac{\left[f_{+}\left(\epsilon_{1}\right) f_{+}\left(\epsilon_{2}\right) f_{-}(\epsilon) f_{-}\left(\epsilon_{3}\right)-f_{-}-\left(\epsilon_{1}\right) f_{-}\left(\epsilon_{2}\right) f_{+}(\epsilon) f_{+}\left(\epsilon_{3}\right)\right]}{\left(\epsilon_{1}+\epsilon_{2}-\epsilon-\epsilon_{3}\right)} . \tag{2.16}
\end{align*}
$$

A more convenient form for computation follows if we substitute for $u(q)$ from Eq. (2.3) and introduce dimensionless variables defined by the transformations

$$
\begin{gather*}
\mathbf{p}=\mathbf{P}(2 m / \beta)^{\frac{1}{2}} ; \quad \mathbf{q}_{1}=\mathbf{Q}_{1}(2 m / \beta)^{\frac{1}{2}} \\
\mathbf{q}_{2}=-\left(\mathbf{P}+\mathbf{Q}_{1}+\mathbf{Q}_{2}\right)(2 m / \beta)^{\frac{1}{2}} \tag{2.17}
\end{gather*}
$$

where now

$$
\begin{equation*}
f_{-}(\mathbf{p})=F_{-}(\mathbf{P})=\left(z^{-1} e^{P^{2}}+1\right)^{-1} . \tag{2.18}
\end{equation*}
$$

This substitution yields

$$
\begin{align*}
\delta g_{E}(r)= & \frac{2}{(2 \pi \hbar)^{6}}(2 m / \beta)^{\frac{7}{2}}\left(\frac{\beta e^{2}}{2 \hbar \pi^{2} \rho^{2}}\right) \int d^{3} Q_{1} e^{i \mathbf{Q}_{1} \cdot r} \iint d^{3} P \\
& \times \int d^{3} Q_{2} \frac{1}{\left(\mathbf{P}+\mathbf{Q}_{1}+\mathbf{Q}_{2}\right)^{2}} \\
& \times\left\{F_{+}\left(\mathbf{P}+\mathbf{Q}_{1}\right) F_{+}\left(\mathbf{Q}_{1}+\mathbf{Q}_{2}\right) F_{-}(\mathbf{P}) F_{-}\left(Q_{2}\right)\right. \\
& -F_{-}\left(\mathbf{Q}+\mathbf{P}_{1}\right) F_{-}\left(\mathbf{Q}_{1}+\mathbf{Q}_{2} F_{+}(\mathbf{P}) F_{+}\left(\mathbf{Q}_{2}\right)\right\} \\
& \times\left[\left(\mathbf{P}+Q_{1}\right)^{2}+\left(\mathbf{Q}_{1}+\mathbf{Q}_{2}\right)^{2}-P^{2}-Q_{2}^{2}\right]^{-2} . \tag{2.19}
\end{align*}
$$

These somewhat tedious manipulations appear to be necessary to reduce the integral to a manageable form. Thus far our expression for $\delta g_{E}(r)$ is valid for a system of fermions at all temperatures. In the near
classical limit, $F_{+}(P) \rightarrow 1$ and $F_{-}(P) \rightarrow z \exp \left(-P^{2}\right)$, so that the leading term is of order $z^{2}$. The fugacity $z$ is related to the density $\rho$ through (Montroll, ${ }^{2}$ p. 67)

$$
\begin{equation*}
z=\frac{1}{2} \hbar^{3}(2 \pi \beta / m)^{\frac{3}{2}} \rho\left\{1-\pi^{\frac{1}{2}} e^{3} \beta^{\frac{3}{2}} \rho^{\frac{1}{2}}+O(\rho)\right\} \tag{2.20}
\end{equation*}
$$

where again we have inserted an additional factor $\frac{1}{2}$ to take care of electron spin, so that $\delta g_{E}(r)$ becomes

$$
\begin{align*}
& \delta g_{E}(r)=\frac{1}{4 \pi^{5}}\left(\beta e^{2} / \hat{)} \int d^{3} Q_{1} e^{i \mathbf{Q}_{1} r / *} \int d^{3} P\right. \\
& \quad \times \int d^{3} Q_{2} \frac{1}{\left(\mathbf{P}+\mathbf{Q}_{1}+\mathbf{Q}_{2}\right)^{2}} \\
& \quad \times\left\{\frac{e^{-\left(P^{2}+Q_{2}{ }^{2}\right)}-e^{-\left(\mathbf{P}+\mathbf{Q}_{1}\right)^{2}} e^{-\left(\mathbf{Q}_{1}+\mathbf{Q}_{2}\right)^{2}}}{\left[\left(\mathbf{P}+\mathbf{Q}_{1}\right)^{2}+\left(\mathbf{Q}_{1}+\mathbf{Q}_{2}\right)^{2}-P^{2}-Q_{2}^{2}\right]}\right\} . \tag{2.21}
\end{align*}
$$

Further reduction of the integral is carried out in the Appendix, and we find that $\delta g_{E}(r)$ has the asymptotic expansion for $r \gg \lambda$,

$$
\begin{align*}
& \delta g_{E}(r) \sim \frac{1}{2}\left(\beta e^{2} / r\right) e^{-\frac{1}{2}(r / t)^{2}} \\
& \quad \times\left[\ln r / \lambda+\frac{1}{2} \ln (2 \gamma)+\lambda^{2} / 2 r^{2}+O(\lambda / r)^{4}\right] \tag{2.22}
\end{align*}
$$

while for $r \ll \lambda$,

$$
\begin{align*}
& \delta g_{E}(r) \sim \frac{1}{2}(\pi / 2)^{\frac{1}{2}}\left(\beta e^{2} / \lambda\right) e^{-\frac{1}{2}(r / \pi)^{2}} \\
& \quad \times\left[1+(2 \pi)^{-\frac{1}{2}}(r / \lambda)-\frac{1}{6}(r / \lambda)^{2}+O(r / \lambda)^{3}\right] \tag{2.23}
\end{align*}
$$

The leading term of the large $r$ expansion can become larger in magnitude than the Uhlenbeck-Gropper contribution under certain conditions.
The method of the preceding calculation can be used to compute the corresponding correction to the equation of state. If we join the two crosses of the open diagram Fig. 1(b) with an interaction line $u(q)$, we obtain the corresponding closed diagram, whose contribution to $\ln Z_{G}$ is

$$
\begin{align*}
(\beta P V)_{E} & \equiv \ln Z_{G E}=-\frac{2}{4} \frac{V}{(2 \pi \hbar)^{3} \beta} \\
& \times \iiint d^{3} q_{1} d^{3} q_{2} d^{3} p u\left(q_{1}\right) u\left(q_{2}\right) S\left(\mathbf{p}, \mathbf{q}_{1}, \mathbf{q}_{2}\right)=E I_{E} \tag{2.24}
\end{align*}
$$

where the propagator for the diagram is given by Eqs. (2.2) and (2.8). The factor 2 arises from spin weighting, the factor $\frac{1}{4}$ ensures that only topologically distinct diagrams are counted. The constant $E$ is given by

$$
\begin{align*}
E=-\frac{1}{2} \frac{V}{(2 \pi \hbar)^{5}} e^{4} z^{2}(2 m)^{2}\left(\frac{2 \pi m}{\beta}\right)^{\frac{1}{2}} \frac{1}{(2 \pi)^{\frac{5}{2}}} \\
=-\frac{\pi}{(2 \pi)^{5} r_{s}} \rho V\left(\Lambda / 2 \pi^{\frac{1}{2}}\right)^{\frac{5}{3}} \tag{2.25}
\end{align*}
$$

with $r_{s}=m e^{2} / \hbar^{2} \rho^{\frac{1}{3}}$ the usual quantum-mechanical
parameter, and

$$
\begin{align*}
I_{E}= & \int \frac{d^{3} Q_{1}}{Q_{1}^{2}} \int d^{3} P \int \frac{d^{3} Q_{2}}{\left(\mathbf{P}+\mathbf{Q}_{1}+\mathbf{Q}_{2}\right)^{2}} \\
& \times \frac{\left[e^{-\left(P^{2}+Q_{2}^{2}\right)}-e^{-\left(\mathbf{P}+\mathbf{Q}_{1}\right)^{2}} e^{-\left(\mathbf{Q}_{1}+\mathbf{Q}_{2}\right)^{2}}\right]}{\left(\mathbf{P}+\mathbf{Q}_{1}\right)^{2}+\left(\mathbf{Q}_{1}+\mathbf{Q}_{2}\right)^{2}-P^{2}-Q_{2}^{2}} \\
= & \frac{(2 \pi)^{\frac{7}{2}}}{4} \sum_{n=0}^{\infty} \frac{\left[\left(n-\frac{1}{2}\right)!\right]^{2} 2^{2 n}}{(2 n+1)!(2 n+1)}  \tag{2.26}\\
= & \sqrt{2} \pi^{\frac{11}{8}} \ln 2 . \tag{2.27}
\end{align*}
$$

The evaluation of the integral $I_{E}$ is also carried out in the Appendix.

The contribution of the anomalous diagram Fig. 1(c) to the PDF or equation of state can be written down in the same manner and for the PDF has the form

$$
\begin{align*}
\delta \overline{g_{E}}(r)= & \frac{-2}{(2 \pi \hbar)^{6} \beta^{3} \rho^{2}} \int d^{3} q_{1} e^{i \mathbf{q}_{1} \cdot \mathbf{r} / \hbar} \\
& \quad \times \int d^{3} q_{2} u\left(q_{2}\right) \int d^{3} p S\left(\mathbf{p}, \mathbf{q}_{1}, \mathbf{q}_{2}\right) \tag{2.28}
\end{align*}
$$

where the propagator can be shown to be

$$
\begin{align*}
S & =\sum_{t_{1}, t_{2}, l} \frac{1}{\left(\zeta_{l}-\epsilon\right)^{2}} \frac{\exp \zeta_{l+t_{1}} 0^{+}}{\left(\zeta_{l+t_{1}}-\epsilon_{1}\right)} \frac{\exp \zeta_{l+t_{2}} 0^{+}}{\left(\zeta_{l+t_{2}}-\epsilon_{2}\right)} \\
& =-\beta^{4} f_{-}\left(\epsilon_{1}\right) f_{-}\left(\epsilon_{2}\right) f_{--}(\epsilon) f_{+}(\epsilon) \tag{2.29}
\end{align*}
$$

In the near classical limit $f_{-}(\epsilon) \rightarrow z e^{-\beta p l^{2} 2 m} ; f_{+}(\epsilon) \rightarrow 1$, and the contribution $\delta \overline{g_{E}}(r)$ to the PDF, while proportional to $e^{2}$ like $\delta g_{E}(r)$, is of higher order $O\left(z^{3}\right)$ in the fugacity, so that it can be neglected in comparison with $\delta g_{E}(r)$, Fig. 1(b). A similar conclusion holds for the contribution of Fig. 1(c) to the equation of state.

For a two component system in general, three PDF's exist, $g^{e e}(r), g^{i i}(r)$, and $g^{i e}(r)$, where superscripts $e, i$ refer to electrons and ions, respectively. To generalize the exchange diagrams to the case of an electron-ion plasma we observe that exchange diagrams can be constructed only from identical particles. Thus each diagram of Fig. 1(b) must be composed of particle lines which are either all electron lines, contributing to $g^{e e}(r)$, or all ion lines contributing to $g^{i i}(r)$. Contributions to the ion-ion PDF will have the same form as $\delta g_{E}(r)$ above, differing only in the mass, and in general, in the magnitudes of density and temperature.

## 3. DYNAMIC SCREENING CORRECTIONS

In the chain (pair) approximation, the expression given by Montroll ${ }^{2,18}$ for the PDF is

$$
\begin{equation*}
\delta g_{c}(r)=\frac{1}{(2 \pi \hbar)^{6} \beta \rho^{2}} \sum_{t=-\infty}^{\infty} \int d^{3} q e^{i q \cdot r / \hbar} \frac{[-u(q)]\left[2 \Lambda_{2}(q, t)\right]^{2}}{1+2 u(q) \Lambda_{2}(q, t)} \tag{3.1}
\end{equation*}
$$

[^88]To evaluate this expression, we use the explicit representation of $\Lambda_{2}$ for classical statistics ${ }^{1,2}$
$\Lambda_{2}(q, t)=\Lambda_{2}(0,0) \int_{0}^{1} d x \exp \left[-\beta q^{2} x(1-x) / 2 m\right]$

$$
\begin{equation*}
\times \exp (-2 \pi i t x), \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{2}(0,0)=z \beta(2 \pi m / \beta)^{\frac{3}{2}} . \tag{3.3}
\end{equation*}
$$

The limit of high temperature and low density is equivalent to small $e^{2}$, since from dimensional analysis the leading correction to the perfect-gas equation of state must involve some function of the dimensionless parameter $e^{2} \beta \rho^{\frac{1}{2}}$. As $e^{2} \rightarrow 0$, the major contribution to the integral of (3.1) comes from the region of small $q$. We therefore write

$$
\begin{equation*}
\Lambda_{2}(q, t)=\Lambda_{2}(0,0)+\delta \Lambda_{2}(q, t), \tag{3.4}
\end{equation*}
$$

where $\Lambda_{2}(0,0)$ leads to the classical Debye-Hückel PDF, and

$$
\begin{align*}
\delta \Lambda_{2}(q, t) & =-\Lambda(0,0) \int_{0}^{1} d x \\
\times & \left.\times 1-\exp \left[-\beta q^{2} x(1-x) / 2 m\right] \exp (-2 \pi i t x)\right\} \tag{3.5}
\end{align*}
$$

leads to quantum corrections due to dynamic screening. If we use Eq. (3.3) we may write the denominator of (3.1) as

$$
\begin{align*}
& \frac{4 u(q) \Lambda_{2}^{2}(q, t)}{1+2 u(q) \Lambda_{2}(q, t)}=\frac{4 u(q) \Lambda_{2}^{2}(q, t)}{1+2 u(q) \Lambda_{2}(0,0)} \\
& \quad-\frac{8[u(q)]^{2} \Lambda_{2}^{2}(q, t) \delta \Lambda_{2}(q, t)}{\left[1+2 u(q) \Lambda_{2}(0,0)\right]\left[1+2 u(q) \Lambda_{2}(q, t)\right]} . \tag{3.6}
\end{align*}
$$

The major corrections are contained in the first term on the right-hand side of Eq. (3.6). The second term is of higher order in both $e^{2}$ and $z$ and can be discarded, so that to order $z^{2} e^{2}$, after substituting Eqs. (3.2)-(3.6) into Eq. (3.1), we obtain the result

$$
\begin{align*}
\delta g_{c}(r)= & -\frac{2}{\pi} \frac{\beta e^{2}}{r} \int_{0}^{\infty} d q \sin (q r / \hbar) \frac{q}{\left(q^{2}+\hbar^{2} \kappa^{2}\right)} \\
& \times \int_{0}^{1} d x \exp \left[-\beta q^{2} x(1-x) / 2 m\right] \\
& \times \int_{0}^{1} d y \exp \left[-\beta q^{2} y(1-y) / 2 m\right] \\
& \times \sum_{t=-\infty}^{\infty} e^{-2 \pi i t(x+y)} . \tag{3.7}
\end{align*}
$$

In this expression we have performed the angular integration in (3.1) and have substituted for the fugacity $z$ the leading term from Eq. (2.20). The sum over $t$ may be carried out at once by noting that

$$
\begin{equation*}
\sum_{i=-\infty}^{\infty} e^{2 \pi i t(x+y)}=\sum_{m=-\infty}^{\infty} \delta(x+y-m) \tag{3.8}
\end{equation*}
$$

The delta function implies that $y=(m-x)$, and the restriction $0 \leq y \leq 1$ requires therefore that $0 \leq m$ $x \leq 1$. Since also $0 \leq x \leq 1, m=1$ is the only term of the sum which contributes, so that

$$
\begin{align*}
& \delta g_{c}(r)=- \frac{2}{\pi} \\
& \frac{\beta e^{2}}{r} \int_{0}^{\infty} d q \sin (q r / \hbar) \frac{q}{q^{2}+\hbar^{2} \kappa^{2}}  \tag{3.9}\\
& \times \int_{0}^{1} d x \exp \left[-2 \beta q^{2} x(1-x) / 2 m\right] .
\end{align*}
$$

Again the $q$ integral can be expressed in dimensionless variables by the substitution $p=q / \hbar \kappa$. Then

$$
\beta q^{2} / 2 m=\alpha p^{2},
$$

where

$$
\begin{equation*}
\alpha \equiv \frac{\beta}{2 m}(\hbar \kappa)^{2}=\left(\lambda / \lambda_{D}\right)^{2} \tag{3.10}
\end{equation*}
$$

is a parameter which describes in a sense the degree of "quantumness" of the system. In the near classical limit, $\alpha$ is small compared to unity. Interchanging the order of integration, Eq. (3.9) becomes

$$
\begin{align*}
\delta g_{c}(r)=-\frac{2}{\pi} & \frac{\beta e^{2}}{r} \int_{0}^{1} d x \int_{0}^{\infty} d p \sin (p \kappa r) \\
& \quad \times \frac{p}{1+p^{2}} \exp \left[-2 \alpha p^{2} x(1-x)\right] . \tag{3.11}
\end{align*}
$$

When $\alpha=0$, this expression yields the classical linearized Debye-Hückel PDF

$$
\begin{equation*}
\delta g_{0}(r) \cong-\frac{\beta e^{2}}{r} e^{-\kappa r} \tag{3.12}
\end{equation*}
$$

which diverges for small $r$. On the other hand for the quantum Boltzmann gas while the parameter $\alpha$ is always small, it is never identically zero, and $\delta g_{c}(r)$ does not diverge for small $r$. The asymptotic form of $\delta g_{c}(r)$ for large $r$ can be obtained as follows. We first perform the $p$ integration of Eq. (3.11) and find

$$
\begin{align*}
\delta g_{c}(r)=- & \frac{1}{2} \frac{\beta e^{2}}{r} \int_{0}^{1} d x \exp [2 \alpha x(1-x)] \\
& \times\left\{e^{-\kappa r} \operatorname{Erfc}\left(\xi_{-}\right)-e^{\kappa r} \operatorname{Erfc}\left(\xi_{+}\right)\right\}, \tag{3.13}
\end{align*}
$$

where

$$
\begin{equation*}
\xi_{\mp}=[2 \alpha x(1-x)]^{\frac{1}{2}} \mp \frac{1}{2} \kappa r[2 \alpha x(1-x)]^{-\frac{1}{2}} \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Erfc}(\xi)=2 \pi^{-\frac{1}{2}} \int_{\xi}^{\infty} e^{-t^{2}} d t \tag{3.15}
\end{equation*}
$$

In the near classical limit $\alpha \rightarrow 0$, and since $\kappa \alpha^{-\frac{1}{2}}=$ $1 / \lambda$, we have for $r / \lambda \gg 1$

$$
\begin{equation*}
\xi_{\mp} \rightarrow \mp \frac{r}{2 \lambda}[2 x(1-x)]^{-\frac{1}{2}} . \tag{3.16}
\end{equation*}
$$

Hence using the relation

$$
\begin{equation*}
\operatorname{Erfc}(-\xi)=2-\operatorname{Erfc}(\xi) \tag{3.17}
\end{equation*}
$$

and the asymptotic expansion

$$
\begin{equation*}
\operatorname{Erfc}(\xi)=\left(\pi^{\frac{1}{2}} \xi\right)^{-1} e^{-\xi^{2}}\left(1-\frac{1}{2 \xi^{2}}+O\left(1 / \xi^{4}\right)\right) \tag{3.18}
\end{equation*}
$$

we find

$$
\begin{align*}
\delta g_{c}(r)= & -\frac{\beta e^{2}}{r} e^{-\kappa r} \int_{0}^{1} \exp [2 \alpha x(1-x)] d x \\
& +(2 / \pi)^{\frac{1}{2}}\left(2 \beta e^{2} \lambda / r^{2}\right) \int_{0}^{1} d x[x(1-x)]^{+\frac{1}{2}} \\
& \times \exp \left[-r^{2} / 8 \lambda^{2} x(1-x)\right]\left\{1+O\left[(\lambda / r)^{2}, \alpha\right]\right\} \tag{3.19}
\end{align*}
$$

where the terms neglected are of order $(\lambda / r)^{2}$, or $\alpha$, by comparison with the second term retained. The second integral can be evaluated as follows. We consider
$I_{c}=e^{\frac{1}{2}(r / k)^{2}} \int_{0}^{1} d x[x(1-x)]^{+\frac{1}{2}} \exp \left\{-\frac{1}{2}(r / \pi)^{2} \frac{1}{4 x(1-x)}\right\}$
an integral which can be cast into the convenient form

$$
\begin{align*}
I_{c}=\frac{1}{2 \pi i} & \int_{c-i \infty}^{c+i \infty}(p-1)!\left[\frac{1}{2}(r / t)^{2}\right]^{-p} \\
& \quad \times \int_{0}^{1}[x(1-x)]^{\frac{1}{2}}\left[\frac{1}{4 x(1-x)}-1\right]^{-p} d p \\
& \operatorname{Re} p>0 \tag{3.21}
\end{align*}
$$

by using the Mellin integral representation for the exponential function. The $x$ integral may be written, with the change of variable

$$
4 x(1-x)=y
$$

as

$$
\begin{align*}
2 \int_{0}^{\frac{1}{2}}[x(1 & -x)]^{\frac{1}{2}}\left[\frac{1}{4 x(1-x)}-1\right]^{-p} d p \\
& =\frac{1}{4} \int_{0}^{1} y^{p+\frac{1}{2}}(1-y)^{-p-\frac{1}{2}} d y \\
& =\frac{1}{4} \frac{\pi\left(p+\frac{1}{2}\right)}{\sin \pi\left(p+\frac{1}{2}\right)}, \quad-\frac{1}{2}<\operatorname{Re} p<\frac{1}{2} . \tag{3.22}
\end{align*}
$$

Hence,

$$
\begin{array}{r}
I_{c}=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} \frac{\pi}{4}(p-1)!\frac{\left(p+\frac{1}{2}\right)}{\sin \pi\left(p+\frac{1}{2}\right)}\left[\frac{1}{2}(r / \lambda)^{2}\right]^{-p} d p \\
0<\operatorname{Re} p=c<\frac{1}{2} . \tag{3.23}
\end{array}
$$

For large $r$, we may translate the contour to the right to get

$$
\begin{equation*}
I_{c}=\frac{(2 \pi)^{\frac{1}{2}}}{4} \lambda / r\left[1-2(\lambda / r)^{2}+O(\lambda / r)^{4}\right] \tag{3.24}
\end{equation*}
$$

The integral required is

$$
\begin{equation*}
I=e^{-\frac{1}{\mathrm{t}}(r / \Delta)^{2}} I_{c} \tag{3.25}
\end{equation*}
$$

so that substituting Eqs. (3.24) and (3.25) into Eq. (3.19) and using the definition Eq. (3.10) we have

$$
\begin{align*}
\delta g_{c}(r) & =-\frac{\beta e^{2}}{r}\left\{e^{-\kappa r}\left[1+\frac{1}{3}\left(\lambda / \lambda_{D}\right)^{2}+O\left(\lambda / \lambda_{D}\right)^{4}\right]\right. \\
& \left.-(\lambda / r)^{2} e^{-\frac{1}{2}(r / \lambda)^{2}}\left[1+O\left((\lambda / /)^{2},\left(\lambda / \lambda_{D}\right)^{2}\right)\right]\right\} . \tag{3.26}
\end{align*}
$$

This result is valid in the region $\lambda / r \ll 1, \lambda / \lambda_{D} \ll 1$. For very small distances it is not difficult to show from Eq. (3.11) that

$$
\begin{equation*}
\delta g_{c}(r)=-\left(\frac{\pi}{2}\right)^{\frac{1}{2}} \frac{\beta e^{2}}{\lambda}\left\{1+O(\alpha)+O(r / \pi)^{2}\right\} \tag{3.27}
\end{equation*}
$$

where $r / \lambda \ll \alpha \ll 1$.
Thus the dynamic screening correction removes the small $r$ divergence of the classical Debye-Hückel pair distribution function. The leading term, one half of whose contribution is cancelled by the exchange term Eq. (2.23), still attains very large negative values, under certain plasma conditions. This can easily be seen by writing

$$
\begin{equation*}
\frac{\pi^{\frac{1}{2}}}{2 \sqrt{2}} \frac{\beta e^{2}}{\lambda}=\left(\frac{\pi}{2} \frac{\mathrm{Ry}}{k T}\right)^{\frac{1}{2}}>1 ; \quad T<5 \times 10^{5}{ }^{\circ} \mathrm{K} \tag{3.28}
\end{equation*}
$$

so that the small $r$ behavior of $\delta g_{c}(r)$ given by Eqs. (3.27) and (2.23) is not meaningful in this region.

The generalization of the dynamic screening contribution to the case of an electron-ion plasma is immediate. To do this we replace $\Lambda_{2}(q, t)$ in Eq. (3.1) by a sum of separate electron and ion contributions. Thus, in the numerator of (3.1),

$$
\begin{align*}
{[\Lambda(q, t)]^{2} \rightarrow\left[\Lambda_{e}(q, t)+\right.} & \left.\Lambda_{i}(q, t)\right]^{2} \\
& =\Lambda_{e}^{2}+2 \Lambda_{e} \Lambda_{i}+\Lambda_{i}^{2} \tag{3.29}
\end{align*}
$$

These terms lead to contributions to $\delta g^{e e}(r), \delta g^{e i}(r)$, and $\delta g^{i i}(r)$, respectively. In each case the denominator of (3.1) should be replaced by $q^{2}+\hbar^{22} \bar{\kappa}$, where
$\bar{\kappa}^{2}=\left(e^{2} / 2 \hbar \pi^{2}\right)\left[\Lambda_{e}(0,0)+\Lambda_{i}(0,0)\right]=\kappa_{e}^{2}+\kappa_{i}^{2}$.
When the electron and ion temperatures are equal and $\rho_{e}=\rho_{i}$, the quantum corrections to $\delta g^{e i}(r)$ and $\delta g^{i i}(r)$ are negligible, being of order $1 / M, 1 / M^{2}$ with respect to $\delta g^{e e}(r)$. Here $M$ is the ion mass.
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## APPENDIX: EXCHANGE INTEGRALS

We evaluate here the integrals of Eqs. (2.21) and (2.26). First consider the integral of Eq. (2.21) which can be written as

$$
\begin{align*}
I= & \int d^{3} Q_{1} e^{i \mathbf{Q}_{1} \cdot \mathbf{r} / t} \int d^{3} P \int \frac{d^{3} Q_{2}}{\left(\mathbf{P}+\mathbf{Q}_{1}+\mathbf{Q}_{2}\right)^{2}} \\
& \times \exp \left[-\left(\mathbf{P}+\mathbf{Q}_{1}\right)^{2}\right] \exp \left[-\left(\mathbf{Q}_{1}+\mathbf{Q}_{2}\right)^{2}\right] \int_{0}^{1} d y \\
& \times \exp \left\{-y\left[P^{2}+Q_{2}^{2}-\left(\mathbf{P}+\mathbf{Q}_{1}\right)^{2}-\left(\mathbf{Q}_{1}+\mathbf{Q}_{2}\right)^{2}\right]\right\} \tag{A1}
\end{align*}
$$

Putting $\mathbf{P}+\mathbf{Q}_{1}+\mathbf{Q}_{2}=-\mathbf{Q}_{3}, d^{3} Q_{2}=d^{3} Q_{3}$, we have

$$
\begin{align*}
& I=\int d^{3} Q_{1} e^{i \mathbf{Q}_{1} \cdot r / *} \int d^{3} P \int \frac{d^{3} Q_{3}}{Q_{3}^{2}} \\
& \quad \times e^{-\left[\left(\mathbf{P}+\mathbf{Q}_{1}\right)^{2}+\left(\mathbf{P}+\mathbf{Q}_{3}\right)^{2}\right]} \int_{0}^{1} d y e^{-2 y \mathbf{Q}_{1} \cdot \mathbf{Q}_{3}} \tag{A2}
\end{align*}
$$

The $P$ integration is

$$
\begin{align*}
\int d^{3} P & \exp \left\{-\left[\left(\mathbf{P}+\mathbf{Q}_{1}\right)^{2}+\left(\mathbf{P}+\mathbf{Q}_{3}\right)^{2}\right]\right\} \\
= & 2 \pi e^{-\left(\mathbf{Q}_{1}{ }^{2}+\mathbf{Q}_{3}{ }^{2}\right)} \int_{0}^{\infty} P^{2} d P e^{-2 P^{2}} \int_{-1}^{+1} d x e^{-2 P\left|\mathbf{Q}_{1}+\mathbf{Q}_{3}\right| x} \\
= & -2 \pi \frac{e^{-\left(\mathbf{Q}_{1}{ }^{2}+\mathbf{Q}_{3}{ }^{2}\right)}}{2\left|\mathbf{Q}_{1}+\mathbf{Q}_{3}\right|} e^{\frac{1}{2}\left|\mathbf{Q}_{1}+\mathbf{Q}_{3}\right|^{2}} \\
& \times \int_{0}^{\infty} P d P\left\{\exp \left[-2\left(P+\frac{1}{2}\left|\mathbf{Q}_{1}+\mathbf{Q}_{3}\right|\right)^{2}\right]\right. \\
& \left.\quad-\exp \left[-2\left(P-\frac{1}{2}\left|\mathbf{Q}_{1}+\mathbf{Q}_{3}\right|\right)^{2}\right]\right\} \\
= & \frac{\pi}{2} e^{-\frac{1}{2}\left(\mathbf{Q}_{1}-\mathbf{Q}_{3}\right)^{2}}\left\{2 \int_{\frac{1}{2}\left|\mathbf{Q}_{1}+\mathbf{Q}_{3}\right|}^{\infty} e^{-2 x^{2}} d x\right. \\
& \quad+\int_{-\frac{1}{2}\left|\mathbf{Q}_{1}+\mathbf{Q}_{3}\right|}^{+\frac{1}{2}\left|\mathbf{Q}_{1}+\mathbf{Q}_{3}\right|} e^{-2 x^{2}} d x \\
= & \sqrt{2}\left(\pi^{\frac{3}{2}} / 4\right) e^{-\frac{1}{2}\left(\mathbf{Q}_{1}-\mathbf{Q}_{3}\right)^{2}} . \tag{A3}
\end{align*}
$$

The integral $I$ then becomes

$$
\begin{aligned}
I= & \frac{(2 \pi)^{\frac{3}{2}}}{8} \int d^{3} Q_{1} e^{i \mathbf{Q}_{1} \cdot r / k} \int \frac{d^{3} Q_{3}}{Q_{3}^{2}} e^{-\frac{1}{2}\left(Q_{1}-Q_{3}\right)^{2}} \int_{0}^{1} d y e^{-2 y Q_{1} \cdot Q_{3}} \\
= & \frac{(2 \pi)^{\frac{7}{2}}}{4} \lambda / r \int_{0}^{\infty} Q_{1} d Q_{1} \sin \left(Q_{1} r / \lambda\right) \\
& \times \int_{0}^{\infty} d Q_{3} e^{-\frac{1}{2}\left(Q_{1}{ }^{2}+Q_{3}{ }^{2}\right)} \int_{0}^{1} d y \int_{-1}^{+1} d z e^{(1-2 y) Q_{1} Q_{3} z}
\end{aligned}
$$

${ }^{10}$ M. Felix in Comptes Rendus de la VIe Conférence Internationale sur les Phénomènes d'Ionisation dans les Gaz, P. Hubert and E. Cremien-Alcan, Eds. (Published with the support of the French Government, Paris, 1963), Vol. I, p. 185.
${ }^{80}$ B. A. Trubnikov and V. F. Elesin, Sov. Phys.-JETP 20, 866 (1965).

$$
\begin{align*}
& =\frac{(2 \pi)^{\frac{3}{2}}}{2} \pi / r \int_{0}^{\infty} Q_{1} d Q_{1} \sin \left(Q_{1} r / \lambda\right) e^{-\frac{t}{2} Q_{1}^{2}} \\
& \times \int_{0}^{\infty} d Q_{3} e^{-t Q_{3}^{2}} \sum_{n=0}^{\infty} \frac{\left(Q_{1} Q_{3}\right)^{2 n}}{(2 n+1)!(2 n+1)} \\
& =\frac{(2 \pi)^{\frac{7}{2}}}{2} \lambda / r \sum_{n=0}^{\infty} \frac{2^{n-\frac{1}{2}}\left(n-\frac{1}{2}\right)!}{(2 n+1)(2 n+1)!} \\
& \times \int_{0}^{\infty} d Q_{1} Q_{1}^{2 n+1} e^{-\frac{1}{2} Q_{1}^{2}} \sin \left(Q_{1} r / \lambda\right) \\
& \equiv(2 \pi)^{\frac{7}{2}}(\lambda / 2 r) \sigma . \tag{A4}
\end{align*}
$$

We have carried out this integral in some detail, since, unless the integrals are performed in the order indicated, $I$ is exceedingly difficult to evaluate. In order to complete the quadrature, we need to obtain expansions appropriate to both large and small $r$, and proceed as follows. Using the duplication formula

$$
2^{2 n}\left(n-\frac{1}{2}\right)!n!=\pi^{\frac{1}{2}}(2 n)!
$$

we have

$$
\begin{align*}
& \sigma=\frac{1}{4}(\pi / 2)^{\frac{1}{2}} \sum_{n=0}^{\infty} \frac{1}{n!\left(n+\frac{1}{2}\right)^{2}} \\
& \times \int_{0}^{\infty} d Q\left(Q^{2} / 2\right)^{n} Q e^{-\frac{1}{2} Q^{2}} \sin (Q r / \lambda) \tag{A5}
\end{align*}
$$

Then the observation that

$$
\begin{equation*}
\frac{1}{\left(n+\frac{1}{2}\right)^{2}}=\int_{0}^{1} \frac{d x}{x} \int_{0}^{x} t^{n-\frac{1}{2}} d t \tag{A6}
\end{equation*}
$$

allows us to write

$$
\begin{align*}
\sigma= & \frac{1}{4}(\pi / 2)^{\frac{1}{2}} \int_{0}^{1} \frac{d x}{x} \int_{0}^{x} t^{-\frac{1}{2}} d t \\
& \times \sum_{n=0}^{\infty} \int_{0}^{\infty} \frac{\left(Q^{2} t / 2\right)^{n}}{n!} Q d Q e^{-\frac{1}{2} Q^{2}} \sin (Q r / \pi) \\
= & \frac{1}{4}(\pi / 2)^{\frac{1}{2}} \int_{0}^{1} \frac{d x}{x} \int_{0}^{x} t^{-\frac{1}{2}} d t \\
& \times \int_{0}^{\infty} Q d Q e^{-\frac{1}{2} Q^{2}(1-t)} \sin Q r / \lambda \tag{A7}
\end{align*}
$$

Hence, after completing the $Q$ integration we obtain $\sigma=\frac{\pi}{8} \frac{r}{\lambda} \int_{0}^{1} \frac{d x}{x} \int_{0}^{x} t^{-\frac{3}{2}}(1-t)^{-\frac{3}{2}} \exp \left[-\frac{1}{2}(r / \lambda)^{2} \frac{1}{(1-t)}\right]$.

Integration by parts with respect to $x$ gives

$$
\begin{align*}
\sigma=-\frac{\pi}{8} \frac{r}{\lambda} \int_{0}^{1} d x \ln & x x^{-\frac{1}{2}}(1-x)^{-\frac{3}{2}} \\
& \times \exp \left[-\frac{1}{2}(r / \lambda)^{2} \frac{1}{(1-x)}\right] \tag{A9}
\end{align*}
$$

and a further change of variable to

$$
y=\frac{1}{2}(r / \lambda)^{2}(x / 1-x)
$$

yields the convenient form

$$
\begin{array}{r}
\sigma=-\frac{\pi}{8} \sqrt{2} e^{-\frac{1}{2}(r / \lambda)^{2}} \int_{0}^{\infty} d y y^{-\frac{1}{2}} e^{-v}\left\{\ln \left[2\left(\frac{\lambda}{r}\right)^{2}\right]\right. \\
\left.+\ln y-\ln \left[1+2\left(\frac{\lambda}{r}\right)^{2} y\right]\right\} \tag{A10}
\end{array}
$$

For large $r$ we may expand the logarithm in the third term in the braces, and carry out the remaining integrals to get the complete asymptotic expansion

$$
\begin{array}{r}
\sigma=-\pi(\sqrt{2} / 8) e^{-\frac{1}{2}(r / \lambda)^{2}}\left\{(\pi)^{\frac{1}{2}} \ln \left[2\left(\frac{\lambda}{r}\right)^{2}\right]-\pi^{\frac{1}{2}} \ln (4 \gamma)\right. \\
\left.+\sum_{n=1}^{\infty}(-1)^{n} \frac{\left(n-\frac{1}{2}\right)!}{n}\left[2\left(\frac{\lambda}{r}\right)^{2}\right]^{n}\right\}, \quad(\mathrm{A} 11) \tag{A11}
\end{array}
$$

where $\gamma$ is Euler's constant.
Collecting together Eqs. (A11), (A4), and (2.21), we have finally

$$
\begin{align*}
\delta g_{E}(r)=\frac{1}{2} & \frac{\beta e^{2}}{r} e^{-\frac{1}{2}(r / \lambda)^{2}} \\
& \times\left\{\ln (r / \lambda)+\frac{\ln 2 \gamma}{2}+\frac{1}{2}(\lambda / r)^{2}+O(\lambda / r)^{4}\right\} \tag{A12}
\end{align*}
$$

which is the result quoted in Eq. (2.22).
For small $r$, we rewrite Eq. (A10) as
$\sigma=\pi(\sqrt{2} / 8) e^{-\frac{1}{2}(r / \lambda)^{2}} \int_{0}^{\infty} d y y^{-\frac{1}{2}} e^{-\nu} \ln \left[1+(r / \lambda)^{2} \frac{1}{2 y}\right]$.
The integral representation

$$
\begin{align*}
& \ln (1+x)=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} d p x^{-p} \frac{\pi}{p \sin \pi p}  \tag{A13}\\
&-1<\operatorname{Re} p<0 \tag{A14}
\end{align*}
$$

gives the alternative form

$$
\begin{align*}
\sigma= & \frac{\pi \sqrt{2}}{8} e^{-\frac{1}{2}(r / \lambda)^{2}} \frac{1}{2 \pi i} \\
& \times \int_{c-i \infty}^{c+i \infty} 2^{p}(\lambda / r)^{2 p} \frac{\pi d p}{p \sin \pi p} \int_{0}^{\infty} d y e^{-y} y^{p-\frac{1}{2}} \tag{A15}
\end{align*}
$$

where the $y$ integral gives $\left(p-\frac{1}{2}\right)$ !, which restricts the contour to the region $-\frac{1}{2}<\operatorname{Re} p<0$. For small $r$, we close the contour to the left and obtain

$$
\begin{align*}
\delta g_{E}(r) & =\frac{1}{2}(\pi / 2)^{\frac{1}{2}}\left(\beta e^{2} / \lambda\right) e^{-\frac{1}{2}(r / \lambda)^{2}} \\
& \times\left[1+r /(2 \pi)^{\frac{1}{2}} \lambda-\frac{1}{6}(r / \lambda)^{2}+O(r / \lambda)^{3}\right] \tag{A16}
\end{align*}
$$

which is the result quoted in Eq. (2.23).
The reduction of the integral Eq. (2.26) to the form quoted,

$$
\begin{equation*}
I_{E}=\frac{(2 \pi)^{\frac{2}{2}}}{4} \sum_{n=0}^{\infty} \frac{\left[\left(n-\frac{1}{2}\right)!\right]^{2} 2^{2 n}}{(2 n+1)!(2 n+1)} \tag{A17}
\end{equation*}
$$

follows in precisely the same manner. The sum can be evaluated by using the duplication formula and the identity of Eq. (A6) to write

$$
\begin{align*}
\frac{\sqrt{2} I_{E}}{\pi^{4}} & =\int_{0}^{1} \frac{d x}{x} \int_{0}^{x} d t \sum_{n=0}^{\infty} t^{n-\frac{1}{2}} \frac{\left(n-\frac{1}{2}\right)!}{n!} \\
& =\pi^{\frac{1}{2}} \int_{0}^{1} \frac{d x}{x} \int_{0}^{x} d t[t(1-t)]^{-\frac{1}{2}} \tag{A18}
\end{align*}
$$

Integration by parts gives then the result Eq. (2.27):

$$
\begin{align*}
\sqrt{2} \pi^{-\frac{9}{2}} I_{E} & =-\int_{0}^{1} d x[x(1-x)]^{-\frac{1}{2}} \ln x \\
& =-\left[\frac{d}{d \alpha} \int_{0}^{1} x^{\alpha}(1-x)^{-\frac{1}{2}} d x\right]_{\alpha=-\frac{1}{2}} \\
& =\pi 2 \ln 2 \tag{A19}
\end{align*}
$$
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#### Abstract

Some systematics which exist between eigenfunctions and adjoint singular integral equations arising in the solution of the transport equation in slab geometry are illustrated. The transport equation is shown to obey a singular integral equation and its relationship to the eigenfunction expansion-method solution is shown. A new method for solving for the expansion coefficients in the eigenfunction expansion method is illustrated by solving Milne's problem. The role adjoint singular integral equations play in finding appropriate weight functions for use in orthogonality relations between the eigenfunctions of the transport equation is briefly discussed.


## 1. INTRODUCTION

In recent years, exact results to various neutron transport problems in slab geometry have been obtained in which the theory of singular integral equations ${ }^{1}$ plays a central role. In this paper we illustrate some of the systematics which exist between orthogonality of functions and adjointness ${ }^{1}$ of singular integral equations encountered in the solution to the one-speed neutron transport equation with anisotropic scattering in slab geometry.

In particular, two different approaches have been used to obtain solutions to problems based on the above-mentioned equation: the eigenfunction expansion method due to Case $^{2}$ as presented by Mika, ${ }^{3}$ and the transform method due to Leonard and Mullikin. ${ }^{4}$ In the eigenfunction expansion method, the independent variables of the homogeneous integro-differential form of the transport equation are separated and the general solution is expressed as an eigenfunction expansion with arbitrary coefficients over the spectrum of the separation parameter. This spectrum consists of a discrete and a continuous part. The expansion coefficients are determined by applying boundary conditions and solving the resulting singular integral equations. In some cases the actual solving of the singular integral equations can be avoided by using orthogonality relations between the eigenfunctions. More recently, Leonard and Mullikin ${ }^{4}$ have analyzed a problem in a finite slab by considering a subcritical assembly with a source incident on one face. This scattering problem can be stated as an inhomogeneous integral transport equation for the source function

[^89]consisting of the contributions from scattered neutrons and the external sources. By generalizing the problem to include complex-valued sources, they were able to show that the source function satisfies a singular integral equation in which the space and angle variables enter as parameters.

The singular integral equations obtained by Leonard and Mullikin are adjoint ${ }^{1}$ to the corresponding singular integral equations for the continuum coefficient in the eigenfunction expansion method, indicating a duality between the two methods. To help explain this duality, it is convenient to show that the angular flux itself satisfies a singular integral equation in which the space variable enters as a parameter (cf. Ref. 5). The relationship between the two methods then follows from the orthogonality of the eigenfunctions.

An outline of the remainder of this paper is as follows: In Sec. 2, a brief list of the results of Mika is given in order to show where similarities and differences exist between the present approach and the eigenfunction expansion method and in order to introduce results which will be used to derive the relationship between the two methods. In Sec. 3, the angular flux is shown to obey a singular integral equation. This is shown by using the homogeneous integro-differential form of the transport equation. This singular integral equation can be solved by the procedure outlined by Leonard and Mullikin. ${ }^{4}$ In Sec. 4 the relationship between the two methods is found. This leads to another procedure for solving for the expansion coefficients in the eigenfunction expansion method. We illustrate this procedure by solving Milne's problem. In Sec. 5 the role adjoint singular integral equations play in obtaining weight functions for use in orthogonality relations between the eigenfunctions is briefly discussed.

[^90]
## 2. EIGENFUNCTION EXPANSION METHOD

In this section we review the eigenfunction expansion method as presented by Mika. ${ }^{3}$ Here it is assumed that the scattering function $f_{s}\left(\boldsymbol{\Omega}^{\prime} \rightarrow \boldsymbol{\Omega}\right)$, where $f_{s}\left(\boldsymbol{\Omega}^{\prime} \rightarrow \boldsymbol{\Omega}\right) d \Omega$ represents the probability that a neutron scatters from the direction $\Omega^{\prime}$ into a solid angle $d \Omega$ about the direction $\Omega$, can be expanded into a finite series of Legendre polynomials:

$$
\begin{equation*}
f_{s}\left(\Omega^{\prime} \rightarrow \boldsymbol{\Omega}\right)=\frac{1}{4 \pi} \sum_{n=0}^{N} b_{n} P_{n}\left(\boldsymbol{\Omega}^{\prime} \cdot \Omega\right) \tag{2.1}
\end{equation*}
$$

The $b_{n}$ are numbers which determine the degree of anisotropy of scattering and are restricted by the condition $f_{s} \geq 0$, with $b_{0}=1$. Under assumption (2.1), the source-free, one-speed neutron transport equation for the angular flux $\psi(x, \mu)$ has the form
$\mu \frac{\partial \psi}{\partial x}+\psi=\frac{c}{2} \sum_{n=0}^{N} b_{n} P_{n}(\mu) \int_{-1}^{1} P_{n}\left(\mu^{\prime}\right) \psi\left(x, \mu^{\prime}\right) d \mu^{\prime}$.
In the above equation $x$ is the spatial coordinate measured in mean free paths, $\mu$ is the corresponding direction cosine, and $c$ is the mean number of secondary neutrons per collision.

The eigenfunctions of Eq. (2.2) are of the form

$$
\begin{equation*}
\phi(\nu, \mu) e^{-x / v}, \quad \nu \in(-1,1) \tag{2.3a}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi\left( \pm z_{j}, \mu\right) e^{\mp x / z_{j}}, \quad j=1, \cdots, \alpha \tag{2.3b}
\end{equation*}
$$

where the $\phi$ 's are the solution to the equation

$$
\begin{equation*}
[v-\mu] \phi(v, \mu)=\nu k(\mu, v) \tag{2.4}
\end{equation*}
$$

viz.,

$$
\begin{aligned}
& \phi(\nu, \mu)=P[\nu k(\mu, \nu)] /(\nu-\mu)+\lambda(\nu) \delta(v-\mu), \\
& v \in(-1,1), \quad(2.5) \\
& \phi\left( \pm z_{j}, \mu\right)=\left[z_{j} k\left(\mu, \pm z_{j}\right)\right] /\left(z_{j} \mp \mu\right), \quad j=1, \cdots, \alpha,
\end{aligned}
$$

$$
\begin{equation*}
\lambda(\nu)=1+P \int_{-1}^{1} \frac{v k(\mu, v)}{\mu-\nu} d \mu \tag{2.6}
\end{equation*}
$$

with $z_{j}\left[\left(z_{j} \notin(-1,1)\right]\right.$ defined by

$$
\begin{equation*}
\Omega\left( \pm z_{j}\right)=0 \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega(z)=1+\int_{-1}^{1} \frac{z k(\mu, z)}{\mu-z} d \mu \tag{2.9}
\end{equation*}
$$

there being $\alpha$ such pairs of roots. Mika has shown that $\alpha \leq N+1$. In the above equations

$$
\begin{equation*}
k(\mu, \eta)=\frac{c}{2} \sum_{n=0}^{N} b_{n} P_{n}(\mu) h_{n}(\eta) \tag{2.10}
\end{equation*}
$$

with

$$
\begin{equation*}
h_{n}(\eta)=\int_{-1}^{1} P_{n}(\mu) \phi(\eta, \mu) d \mu \tag{2.11}
\end{equation*}
$$

The $h_{n}$ can be shown to be polynomials which obey the following recursion formula:

$$
\begin{align*}
(n+1) h_{n+1}(\eta)+\eta\left[c b_{n}-(2 n\right. & +1)] h_{n}(\eta) \\
& +n h_{n-1}(\eta)=0 . \tag{2.12}
\end{align*}
$$

The $h_{n}$ are normalized so that

$$
\begin{equation*}
h_{0}(\eta)=1 \tag{2.13}
\end{equation*}
$$

from which it follows with Eqs. (2.4) and (2.11) that

$$
\begin{equation*}
h_{1}(\eta)=(1-c) \eta \tag{2.14}
\end{equation*}
$$

Equation (2.12), together with Eqs. (2.13) and (2.14), can then be regarded as an alternate definition of the $h_{n}$. The symbol $P$ denotes that the Cauchy principal value is to be taken in any integration involving the term following it and $\delta(\nu-\mu)$ is the Dirac-delta function.

Mika has shown that the above solutions of Eq. (2.4) form a complete set for sufficiently well-behaved but otherwise arbitrary functions defined on the interval $(s, t),-1 \leq s<t \leq 1$. One consequence of this completeness property is that the general solution of Eq. (2.2) can be written in the form

$$
\begin{array}{r}
\psi(x, \mu)=\sum_{j=1}^{\alpha}\left[a_{+j} \phi\left(z_{j}, \mu\right) e^{-x / z_{j}}+a_{-j} \phi\left(-z_{j}, \mu\right) e^{x / z_{j}}\right] \\
+\int_{-1}^{1} A(v) \phi(v, \mu) e^{-x / v} d v, \tag{2.15}
\end{array}
$$

where the $a_{ \pm}$, and $A(v)$ are arbitrary expansion coefficients which can be determined by applying appropriate boundary conditions to $\psi(x, \mu)$.
Mika has also shown the following useful orthogonality properties:

$$
\begin{equation*}
\int_{-1}^{1} \mu \phi(\nu, \mu) \phi(\eta, \mu) d \mu=0, \quad \nu \neq \eta \tag{2.16}
\end{equation*}
$$

for two arbitrary solutions of Eq. (2.4), either from the continuous or discrete parts of the spectrum, and

$$
\begin{equation*}
\int_{-1}^{1} \mu \phi(v, \mu) \int_{-1}^{1} Q(\eta) \phi(\eta, \mu) d \eta d \mu=\nu S(\nu) Q(v) \tag{2.17}
\end{equation*}
$$

for solutions of Eq. (2.4) from the continuous part of the spectrum only. In the above, $Q(\eta)$ is a sufficiently well behaved but otherwise arbitrary function and $S(v)$ is defined by

$$
\begin{equation*}
S(v) \equiv \Omega^{+}(v) \Omega^{-}(v)=[\lambda(v)]^{2}+[\pi v N(v)]^{2} \tag{2.18}
\end{equation*}
$$

where

$$
\begin{equation*}
N(v) \equiv k(v, v) \tag{2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega^{ \pm}(\nu)=\lambda(\nu) \pm i \pi \nu N(\nu), \tag{2.20}
\end{equation*}
$$

are the limits given by Plemelj's formulas ${ }^{1}$ of $\Omega(z)$ from the upper ( + ) and lower ( - ) half-planes as $z$ tends to $\nu,-1<\nu<1$. For simplicity, we shall
assume throughout this paper that $S(\nu) \neq 0,-1 \leq$ $v \leq 1$. The case for which this condition is not satisfied can be treated ${ }^{3}$ by increasing the index $2 \alpha$, and hence the number of discrete solutions, by the number of zeros of $S(v),-1 \leq v \leq 1$. We shall also assume that

$$
\begin{equation*}
\Omega(\infty) \neq 0 \tag{2.21}
\end{equation*}
$$

where ${ }^{4}$

$$
\begin{equation*}
\Omega(\infty)=\prod_{n=0}^{N}\left(1-\frac{c b_{n}}{2 n+1}\right) \tag{2.22}
\end{equation*}
$$

We shall view those $c$ and $b_{n}$ for which the right side of Eq. (2.22) vanishes as limits of a sequence of cases where the inequality (2.21) holds.

For the discrete spectrum, the following norms are found:

$$
\begin{equation*}
\int_{-1}^{1} \mu\left[\phi\left( \pm z_{j}, \mu\right)\right]^{2} d \mu= \pm z_{j} M_{j} \tag{2.23}
\end{equation*}
$$

where ${ }^{6}$

$$
\begin{equation*}
M_{j}=z_{j} N\left(z_{j}\right)[d \Omega(z) / d z]_{z=z_{j}} . \tag{2.24}
\end{equation*}
$$

The expansion coefficients can be determined a la Mika by applying boundary conditions directly to Eq. (2.15) and solving the resulting singular integral equation using the general theory presented by Muskelishvili. ${ }^{1}$ For example, in examining the critical problem, we consider an infinite slab extending from $x=-a$ to $x=+a$ and bounded by vacuum. The critical angular flux is given by Eq. (2.15) subject to the symmetry condition

$$
\begin{equation*}
\psi(x, \mu)=\psi(-x, \mu) \tag{2.25}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
\psi(a, \mu)=0, \quad \mu<0 \tag{2.26}
\end{equation*}
$$

Equation (2.25) expresses the fact that the angular flux must be symmetric about the $x=0$ plane, while Eq. (2.26) states the condition that no neutrons which migrate from the slab into the vacuum return to the slab. It follows from the symmetry condition (2.25) that

$$
\begin{equation*}
a_{+j}=a_{-j} \tag{2.27a}
\end{equation*}
$$

and

$$
\begin{equation*}
A(v)=A(-v) . \tag{2.27b}
\end{equation*}
$$

Application of the boundary condition (2.26) leads to the singular integral equation

$$
\begin{equation*}
\lambda(\mu) A^{\prime}(\mu)+P \int_{-1}^{1} \frac{v k(\mu, v)}{v-\mu} A^{\prime}(\nu) d v=\Psi^{\prime \prime}(\mu) \tag{2.28}
\end{equation*}
$$

[^91]where
\[

$$
\begin{array}{r}
\Psi^{\prime \prime}(\mu)=-\sum_{j=1}^{\alpha} a_{+j}\left[\phi\left(z_{j}, \mu\right) e^{a / z_{j}}+\phi\left(z_{j},-\mu\right) e^{-a / z_{j}}\right] \\
-\int_{0}^{1} A^{\prime}(\nu) \phi(v,-\mu) e^{-2 a / v} d v \tag{2.29}
\end{array}
$$
\]

and

$$
\begin{equation*}
A^{\prime}(\nu)=A(v) e^{a / v} \tag{2.30}
\end{equation*}
$$

Equation (2.28) can be reduced by standard techniques to a Fredholm integral equation plus a set of homogeneous equations for the $a_{+j}$ for which the vanishing of the secular determinant yields the critical condition (see, for example, Ref. 7). The singular operator in Eq. (2.25) is adjoint to the singular operator obtained by Leonard and Mullikin [Ref. 4, Eqs. (3.22)] in their analysis of the critical problem. In the following section we present another method for solving transport problems which also lead to singular operators which are adjoint to those arising in the eigenfunction expansion method but which can be easily connected to the eigenfunction expansion method.

## 3. SINGULAR INTEGRAL EQUATION

In this section, we present an alternate procedure for solving Eq. (2.2) by showing that the angular flux satisfies a singular integral equation. We start by setting

$$
\begin{equation*}
\rho_{n}(x)=\int_{-0}^{1} P_{n}(\nu) \psi(x, \nu) d v, \tag{3.1}
\end{equation*}
$$

so that we may write Eq. (2.2) as

$$
\begin{equation*}
\mu \frac{\partial \psi}{\partial x}+\psi=\frac{c}{2} \sum_{n=0}^{N} b_{n} P_{n}(\mu) \rho_{n}(x) \tag{3.2}
\end{equation*}
$$

We now define

$$
\begin{equation*}
\Psi_{0}(x, \mu)=\int_{-1}^{1} \frac{k(v, \mu)}{v-\mu}[\nu \psi(x, v)-\mu \psi(x, \mu)] d v . \tag{3.3}
\end{equation*}
$$

Noting from Eq. (3.2) that

$$
\begin{align*}
\left(\mu \frac{\partial}{\partial x}\right. & +1) v \psi(x, \nu) \\
& =\frac{c \mu}{2} \sum_{n=0}^{N} b_{n} P_{n}(\nu) \rho_{n}(x)+(\nu-\mu) \psi(x, v) \tag{3.4}
\end{align*}
$$

we find

$$
\begin{align*}
& \left(\mu \frac{\partial}{\partial x}+1\right) \Psi_{0}(x, \mu) \\
& =\frac{c}{2} \sum_{n=0}^{N} b_{n}\left\{h_{n}(\mu)\right. \\
& \left.\quad+\mu \int_{-1}^{1} \frac{k(v, \mu)}{v-\mu}\left[P_{n}(\nu)-P_{n}(\mu)\right] d v\right\} \rho_{n}(x) \tag{3.5}
\end{align*}
$$

[^92]Inspection of Eqs. (3.2) and (3.5) shows that if the $h_{n}$ satisfy the equation
$h_{n}(\mu)+\mu \int_{-1}^{1} \frac{k(\nu, \mu)}{v-\mu}\left[P_{n}(\nu)-P_{n}(\mu)\right] d \nu=P_{n}(\mu)$,
then $\Psi_{0}(x, \mu)$ is a "particular solution" of Eq. (2.2). This can be shown by first noting that Eqs. (3.6) yield $h_{0}(\mu)=1$ and $h_{1}(\mu)=(1-c) \mu$. Using the recursion relation for Legendre polynomials, we also find that Eqs. (3.6) yield the same recursion formula as Eq. (2.12), so that the $h_{n}$ do indeed satisfy Eq. (3.6).

The function $\Psi_{0}(x, \mu)$ then is a "particular solution" of Eq. (2.2). To obtain the "general solution," we must add to $\Psi_{0}(x, \mu)$ a solution $\Psi_{1}(x, \mu)$ of the homogeneous equation

$$
\begin{equation*}
[\mu(\partial / \partial x)+1] \Psi_{1}(x, \mu)=0 \tag{3.7}
\end{equation*}
$$

viz.,

$$
\begin{equation*}
\Psi_{1}(x, \mu)=-F(\mu) e^{-x / \mu} \tag{3.8}
\end{equation*}
$$

where $F(\mu)$ is an arbitrary function of $\mu$ whose form is to be determined by appropriate boundary conditions. Expressing the "general solution" of Eq. (2.2) as $\Psi_{0}(x, \mu)+\Psi_{1}(x, \mu)$, we write

$$
\begin{array}{r}
\psi(x, \mu)=\int_{-1}^{1} \frac{k(\nu, \mu)}{\nu-\mu}[\nu \psi(x, \nu)-\mu \psi(x, \mu)] d \nu \\
-F(\mu) e^{-x / \mu} . \tag{3.9}
\end{array}
$$

Interpreting each part of the integral in Eq. (3.9) Cauchy principal valued integrals, we find the singular integral equation

$$
\begin{equation*}
\lambda(\mu) \psi(x, \mu)-P \int_{-1}^{1} \frac{v k(\nu, \mu)}{\nu-\mu} \psi(x, \nu) d v=-F(\mu) e^{-x / \mu} \tag{3.10}
\end{equation*}
$$

in which $x$ appears only as a parameter. Equation (3.10) can be solved by a procedure very similar to that outlined by Leonard and Mullikin ${ }^{4}$ (also see Ref. 5). For example, in the critical problem we first find the form of $F(\mu)$ by use of the symmetry and boundary conditions (2.26) and (2.25):
$F(\mu)= \begin{cases}e^{-a / \mu} \int_{0}^{1} \frac{v k(v,-\mu)}{v+\mu} \psi(a, v) d v, & \mu>0 \\ e^{a / \mu} \int_{0}^{1} \frac{v k(v, \mu)}{v-\mu} \psi(a, v) d v, & \mu<0 .\end{cases}$
At this point, we analytically continue $\psi$ from Eq. (3.9) to the complex plane of $z$. To do this, we define a function $f(a, z)$ such that $f(a, \mu)=F(\mu)$ for $\mu>0$ and $f(a,-\mu)=F(\mu)$ for $\mu<0$ :

$$
\begin{equation*}
f(a, z)=e^{-a / z} \int_{0}^{1} \frac{\nu k(\nu,-z)}{\nu+z} \psi(a, v) d v . \tag{3.12}
\end{equation*}
$$

We then get the functional equation

$$
\begin{align*}
\Omega(z) \psi(x, z)- & \int_{-1}^{1} \frac{v k(v, z)}{v-z} \psi(x, v) d v \\
& = \begin{cases}-e^{-x / z} f(a, z), & \operatorname{Re} z>0 \\
-e^{x / z} f(a,-z), & \operatorname{Re} z<0,\end{cases} \tag{3.13}
\end{align*}
$$

where $\Omega(z)$ is defined by Eq. (2.9). Recalling that $\Omega(z)$ has $\alpha$ pairs of zeros in the complex plane cut along $(-1,1)$, we see that the remainder of Eq. (3.13) must vanish to the same order as $\Omega(z)$ at these points in order for $\psi(x, z)$ to be analytic on $0<|z|<\infty$. This gives linear constraints such as

$$
\begin{align*}
f\left(a, \pm z_{j}\right)=e^{\mp x / z_{j}} \int_{-0}^{1} \frac{v k\left(v, \mp z_{j}\right)}{v \pm z_{j}} & \psi(x, v) d v \\
& j=1, \cdots, \alpha \tag{3.14}
\end{align*}
$$

for $\Omega\left(z_{j}\right)=0,[d \Omega(z) \mid d z]_{z=z_{j}} \neq 0$. Setting $x=a$ in Eq. (3.13) and using the definition of $f$ in Eq. (3.12), we also find

$$
\begin{equation*}
f\left(a, z_{j}\right)=f\left(a,-z_{j}\right), \quad j=1, \cdots, \alpha \tag{3.15}
\end{equation*}
$$

We note that from the general theory of singular integral equations, the solution for $\psi(x, \mu)$ can be expressed in terms of $f(a, \mu)$. But with $z=\mu$ in Eq. (3.12), $f(a, \mu)$ is defined as an integral over $\psi(a, \mu)$. Thus, the critical angular flux $\psi(x, \mu)$ at every point in the slab can be determined from the emerging critical angular flux $\psi(a, \mu)$ at the face of the slab. A singular integral equation for $\psi(a, \mu)$ can be obtained by letting $x=a$ and restricting $\mu>0$ in Eq. (3.10):

$$
\begin{equation*}
\lambda(\mu) \psi(a, \mu)-p \int_{0}^{1} \frac{v k(\nu, \mu)}{v-\mu} \psi(a, v) d v=-e^{-a / \mu} f(a, \mu) \tag{3.16}
\end{equation*}
$$

where use has been made of the boundary condition (2.26). We note that the singular operator in this equation is adjoint to the singular operator arising in the eigenfunction expansion method. This type of singular integral equation has been analyzed by Leonard and Mullikin ${ }^{4}$ by first treating $f(a, \mu)$ as a known function and inverting the singular operator by a slightly modified form of the theory of singular integral equations, finally obtaining a regular Fredholm equation for $f(a, \mu)$. The critical condition obtained with minor modification is that obtained by Leonard and Mullikin. ${ }^{4,8}$

## 4. RELATIONSHIP BETWEEN DIFFERENT APPROACHES

We are now prepared to show the relationship between the approaches in Secs. 2 and 3. We do so

[^93]by noting first that if we use the explicit form of $\phi(\mu, v)$ from Eq. (2.5) we can write the integral
\[

$$
\begin{align*}
& \int_{-1}^{1} v \phi(\mu, v) \psi(x, v) d v \\
& \quad=\mu\left[\lambda(\mu) \psi(x, \mu)-P \int_{-1}^{1} \frac{v k(v, \mu)}{v-\mu} \psi(x, v) d v\right] \tag{4.1a}
\end{align*}
$$
\]

On the other hand, if we use the eigenfunction expansion (2.15) for $\psi(x, v)$ and then apply the orthogonality relations (2.16) and (2.17), we get

$$
\begin{align*}
& \int_{-1}^{1} v \phi(\mu, v) \psi(x, v) d v \\
& \quad=\int_{-1}^{1} v \phi(\mu, v)\left\{\sum _ { j = 1 } ^ { \alpha } \left[a_{+j} \phi\left(z_{j}, \mu\right) e^{-x / z_{j}}\right.\right. \\
& \left.\left.\quad+a_{-j} \phi\left(-z_{j}, \mu\right) e^{x / z_{j}}\right]+\int_{-1}^{1} A(\eta) \phi(\eta, v) e^{-x / \eta} d \eta\right\} d v \\
& \quad=\mu S(\mu) A(\mu) e^{-x / \mu} \tag{4.1b}
\end{align*}
$$

Equating the equalities of Eq. (4.1a) and (4.1b), we have
$\lambda(\mu) \psi(x, \mu)-P \int_{-1}^{1} \frac{v k(v, u)}{v-u} \psi(x, v) d v=S(\mu) A(\mu) e^{-x / \mu}$,
which when we compare with Eq. (3.10), we find $F(\mu)=-S(\mu) A(\mu)=[f(a, \mu)$ for the critical problem].
A similar procedure yields an expression for the discrete expansion coefficients:

$$
\begin{equation*}
\int_{-1}^{1} v \phi\left( \pm z_{j}, v\right) \psi(x, v) d v= \pm a_{ \pm j} z_{j} M_{j} e^{\mp x / z_{j}} \tag{4.4a}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{-1}^{1} \frac{v k\left(v, \pm z_{j}\right)}{v \mp z_{j}} \psi(x, v) d v=-a_{ \pm j} M_{j} e^{\mp x / z_{j}} \tag{4.4b}
\end{equation*}
$$

Letting $x=a$ in Eq. (4.3b) and recalling Eq. (3.12), we find for the critical problem

$$
\begin{equation*}
a_{ \pm j}=-f\left(a, \pm z_{j}\right) / M_{j} \tag{4.5}
\end{equation*}
$$

Equations (4.3) and (4.5) reflect the relation between the two different methods and allow one to go from one representation to the other, i.e., substitution of Eqs. (4.3) and (4.5) into the Fredholm equation for the continuum expansion coefficient and the set of homogeneous equations for the discrete coefficients in the eigenfunction expansion method yields the critical condition indicated in the last section, provided the secular determinant of the above-mentioned equation vanished (which of course is another representation for the critical condition). The relationship between the transform method of Leonard and Mullikin ${ }^{4}$ and the eigenfunction expansion method is obviously similar.

However, this relationship is more general. In fact, the development of Eq. (4.2) can be interpreted as a derivation of Eq. (3.10). It can also be used as an alternate procedure for obtaining the expansion coefficients in the eigenfunction expansion method. We illustrate this procedure by considering Milne's problem for the infinite half-space medium with the following boundary conditions:

$$
\begin{equation*}
\psi_{m}(0, \mu)=0, \quad \mu>0 \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \psi_{m}(x, \mu)=B \phi\left(-z_{k}, \mu\right) e^{x / z_{k}} \tag{4.7}
\end{equation*}
$$

where $z_{k}$ is the largest positive eigenvalue and an arbitrary constant $B$ describes the strength of the source at infinity.

From the boundary condition at infinity (4.7), we get

$$
\begin{equation*}
a_{-j}=0, \quad j \neq k \tag{4.8}
\end{equation*}
$$

We then write the solution as

$$
\begin{align*}
& \psi_{m}(x, \mu)=B \phi\left(-z_{k}, \mu\right) e^{x / z_{k}}+\sum_{j=1}^{\alpha} a_{+j} \phi\left(z_{j}, \mu\right) e^{-x / z_{j}} \\
&+\int_{-1}^{1} A_{m}(v) \phi(\nu, \mu) e^{-x / v} d \nu \tag{4.9}
\end{align*}
$$

In a procedure similar to that used in Eq. (4.2), we obtain

$$
\begin{equation*}
\int_{-1}^{1} v \phi(\mu, \nu) \psi_{m}(x, v) d v=\mu S(\mu) A_{m}(\mu) e^{-x / \mu} \tag{4.10}
\end{equation*}
$$

from which we write [cf. Eq. (3.10)]

$$
\begin{align*}
& \lambda(\mu) \psi_{m}(x, \mu)-P \int_{-1}^{1} \frac{v k(v, \mu)}{v-\mu} \psi_{m}(x, v) d v \\
& \quad=\left\{\begin{array}{cc}
-F(\mu) e^{-x / \mu}, & \mu>0 \\
0, & \mu<0
\end{array}\right. \tag{4.11}
\end{align*}
$$

where

$$
\begin{equation*}
F(\mu)=-S(\mu) A_{m}(\mu) \tag{4.12}
\end{equation*}
$$

and we have used the boundary condition (4.7) to specify that $A_{m}(\mu)=0, \mu<0$. Boundary condition (4.6) yields an expression $F(\mu)$ :

$$
\begin{equation*}
F(\mu)=\int_{0}^{1} \frac{\nu k(\nu,-\mu)}{v+\mu} \psi_{m}(0,-v) d v \tag{4.13}
\end{equation*}
$$

We can analytically continue $\psi_{m}$ to the complex plane if we define

$$
\begin{equation*}
F(z)=\int_{0}^{1} \frac{v k(\nu,-z)}{v+z} \psi_{m}(0,-v) d v \tag{4.14}
\end{equation*}
$$

with which we write from Eq. (4.11)

$$
\begin{align*}
& \Omega(z) \psi_{m}(x, z)-\int_{-1}^{1} \frac{v k(v, z)}{v-z} \psi_{m}(x, v) d v \\
&=\left\{\begin{array}{cl}
-F(z) e^{-x / z}, & \operatorname{Re} z>0 \\
0, & \operatorname{Re} z<0
\end{array}\right. \tag{4.15}
\end{align*}
$$

Now for $\psi_{m}(x, z)$ to be analytic on $0<|z|<\infty$, $z \neq-z_{k}$, we must have

$$
\begin{equation*}
\int_{-1}^{1} \frac{v k\left(v,-z_{j}\right)}{v+z_{j}} \psi_{m}(x, v) d v=0, \quad j \neq k \tag{4.16}
\end{equation*}
$$

which when we let $x=0$ and apply Eq. (4.5) we find

$$
\begin{equation*}
F\left(-z_{j}\right)=0, \quad j \neq k . \tag{4.17}
\end{equation*}
$$

Since $\psi_{m}(x, z)$ has a simple pole at $z=-z_{k}$, we find $F\left(-z_{k}\right)=2 B \Omega(\infty) X\left(-z_{k}\right) X\left(z_{k}\right) z_{k}^{2} N\left(z_{k}\right) \prod_{j \neq k}^{\alpha}\left(z_{j}^{2}-z_{k}^{2}\right)$,
where we have used the identity

$$
\begin{equation*}
\Omega(z)=X(z) X(-z) \Omega(\infty) \prod_{j=1}^{\alpha}\left(z_{j}^{2}-z^{2}\right) \tag{4.18}
\end{equation*}
$$

with
$X(z)=\frac{1}{(1-z)^{\alpha}} \exp \frac{1}{2 \pi i} \int_{0}^{1} \frac{\ln \left(\Omega^{+}(\mu) / \Omega^{-}(\mu)\right)}{\mu-z} d \mu$
as the solution of the homogeneous Hilbert problem whose boundary values along the cut $(0,1)$ satisfy

$$
\begin{equation*}
\frac{X^{+}(\mu)}{X^{-}(\mu)}=\frac{\Omega^{+}(\mu)}{\Omega^{-}(\mu)} . \tag{4.21}
\end{equation*}
$$

An expression for $F(\mu)$ can be obtained by considering Eq. (4.11) with $x=0$ :

$$
\begin{array}{r}
\lambda(\mu) \psi_{m}(0,-\mu)-P \int_{0}^{1} \frac{v k(v, \mu)}{\nu-\mu} \psi_{m}(0,-v) d v=0, \\
\mu>0 . \tag{4.22}
\end{array}
$$

We then define the sectionally analytic function in the complex plane cut along ( 0,1 ),

$$
\begin{equation*}
D(z)=\frac{1}{2 \pi i} \int_{0}^{1} \frac{v k(v, z)}{v-z} \psi_{m}(0,-v) d v . \tag{4.23}
\end{equation*}
$$

With the use of Plemelj's formulas, we can then rewrite Eq. (4.21) as

$$
\begin{equation*}
\Omega^{+}(\mu) D^{-}(\mu) / \Omega^{-}(\mu)-D^{+}(\mu)=0, \tag{4.24}
\end{equation*}
$$

where $\Omega^{ \pm}(\mu)$ are given by Eqs. (2.20).
Recalling Eq. (4.21), we have

$$
\begin{equation*}
D^{+}(\mu) / X^{+}(\mu)-D^{-}(\mu) / X^{-}(\mu)=0 . \tag{4.25}
\end{equation*}
$$

We now consider the function

$$
\begin{equation*}
H(z)=D(z) / X(z) \tag{4.26}
\end{equation*}
$$

which is analytic everywhere in the finite plane except perhaps for a cut along ( 0,1 ). But from Plemelj's formulas and Eq. (4.25), it is obvious that $H^{+}(\mu)-$ $H^{-}(\mu)=0$, so that $H(z)$ is analytic everywhere in the finite plane. Since we are assuming $\Omega(\infty) \neq 0$, $k(\eta, z)$ is of degree $N$ in $z$. Therefore, from Eqs. (4.20) and (4.23) the behavior of $H(z)$ at infinity is that of a
polynomial of degree $N+\alpha-1$ at most. Hence, by Liouville's theorem, we find

$$
\begin{equation*}
D(z)=\frac{X(z)}{2 \pi i} \sum_{l=0}^{N+\alpha-1} \beta_{l} z^{l}, \tag{4.27}
\end{equation*}
$$

where the coefficients $\beta_{l}$ can be determined as outlined below. We note first that

$$
\begin{equation*}
F(z)=2 \pi i D(-z)=X(-z) \sum_{l=0}^{N+\alpha-1} \beta_{l}(-z)^{l} \tag{4.28}
\end{equation*}
$$

Therefore, from Eq. (4.17) we have

$$
\begin{equation*}
F\left(-z_{j}\right)=X\left(z_{j}\right)_{i=0}^{N+\alpha-1} \beta_{l} z_{j}^{l}, \quad j \neq k, \tag{4.29}
\end{equation*}
$$

so that we can write

$$
\begin{equation*}
F(z)=X(-z) \prod_{j=k}^{\alpha}\left(z_{j}+z\right) \sum_{n=0}^{N} \alpha_{n} z^{n} \tag{4.30}
\end{equation*}
$$

with

$$
\begin{equation*}
\sum_{l=0}^{N+\alpha-1} \beta_{l}(-z)^{l}=\prod_{j \neq k}^{\alpha}\left(z_{j}+z\right) \sum_{n=0}^{N} \alpha_{n} z^{n}, \tag{4.31}
\end{equation*}
$$

where now only the $N+1 \alpha_{n}$ are to be determined. One of the equations necessary to do this comes from Eq. (4.18) which yields

$$
\begin{equation*}
\sum_{n=0}^{N} \alpha_{n}\left(-z_{k}\right)^{n}=2 B \Omega(\infty) X\left(-z_{k}\right) z_{k}^{2} N\left(z_{k}\right) \prod_{j \neq k}^{\alpha}\left(z_{j}+z_{k}\right) \tag{4.32}
\end{equation*}
$$

The other $N$ equations are found by eliminating the $N$ moments

$$
\begin{equation*}
U_{j}=\int_{0}^{1} \nu^{j+1} \psi_{m}(0,-\nu) d \nu \tag{4.33}
\end{equation*}
$$

from the $2 N$ equations

$$
\begin{align*}
& \sum_{j=0}^{N-1} \omega_{i j}\left(y_{i}\right)( \pm 1)^{j+1} U_{j} \\
&=X\left( \pm y_{i}\right) \prod_{j \neq k}^{\alpha}\left(z_{j} \mp y_{i}\right) \sum_{n=0}^{N} \alpha_{n}\left(\mp y_{i}\right)^{n} \tag{4.34}
\end{align*}
$$

where the $\pm y_{i}$ are the zeros of $N(z)$ and the polynomials $\omega_{i j}(\eta)$ are obtained from the relation

$$
\begin{equation*}
k\left(v, \pm y_{i}\right)=\sum_{j=0}^{N-1} \omega_{i j}\left( \pm y_{i}\right)( \pm 1)^{j+1} \nu^{j}\left(\nu \mp y_{i}\right) . \tag{4.35}
\end{equation*}
$$

With $F(z)$ so determined we have Eq. (4.12),

$$
\begin{equation*}
A(\mu)=\frac{X(-\mu)}{S(\mu)} \prod_{j \neq k}^{\alpha}\left(z_{j}+\mu\right) \sum_{n=0}^{N} \alpha_{n} \mu^{n} . \tag{4.36}
\end{equation*}
$$

We also find

$$
\begin{equation*}
\int_{-1}^{1} \frac{v k(\nu, \mu)}{\nu-z_{j}} \psi_{m}(x, \nu) d v=-a_{+j} M_{j} e^{-x / z z} \tag{4.37}
\end{equation*}
$$

which with Eq. (4.14) and $x=0$ yields

$$
\begin{equation*}
a_{+j}=-F\left(z_{j}\right) / M_{j} . \tag{4.38}
\end{equation*}
$$

## 5. WEIGHT FUNCTIONS

It seems appropriate to conclude with a few brief remarks about the role adjoint singular integral equations play in obtaining weight functions for use in orthogonality relations between the eigenfunctions of the transport equation. The central point here is that a necessary condition is the weight function be a solution to a singular integral equation which is adjoint to the singular integral equations arising in the eigenfunction expansion method. For example, in the case of isotropic scattering, Eq. (2.4) takes the form

$$
\begin{equation*}
(1-\mu / v) \phi(v, \mu)=c / 2 \tag{5.1a}
\end{equation*}
$$

or likewise

$$
\begin{equation*}
(1-\mu / \eta) \phi(\eta, \mu)=c / 2 \tag{5.1b}
\end{equation*}
$$

We look for the appropriate weight function $\mu g(\mu)$ for orthogonality on ( $-1,1$ ) by multiplying Eq. (5.1a) by $g(\mu) \phi(\eta, \mu)$ and Eq. (5.1b) by $g(\mu) \phi(\nu, \mu)$ and integrating on $\mu$ over $(-1,1)$ to find

$$
\begin{align*}
2(1 / v & -1 / \eta) \int_{-1}^{1} \mu \phi(v, \mu) \phi(\eta, \mu) g(\mu) d \mu \\
& =c \int_{-1}^{1} g(\mu) \phi(\eta, \mu) d \mu-c \int_{-1}^{1} g(\mu) \phi(\nu, \mu) d \mu \tag{5.2}
\end{align*}
$$

If $\mu g(\mu)$ is the appropriate weight function, the right side of Eq. (5.2) must vanish. Using the explicit form of $\phi$, we have

$$
\begin{equation*}
g(\eta) \lambda(\eta)-P \int_{-1}^{1} \frac{c}{2} \frac{\eta g(u)}{\mu-\eta} d \mu=\mathrm{const} \quad(\mathrm{e} . \mathrm{g} .=1) \tag{5.3}
\end{equation*}
$$

which is the adjoint singular integral equation having the solution $g(\mu)=1$. In this case, the weight function is $\mu$ in agreement with the previous results of Case. ${ }^{2}$ If, on the other hand, we wish the orthogonality to be on the interval $(0,1)$, we find, instead of Eq. (5.2), the equation

$$
\begin{align*}
& 2(1 / v-1 / \eta) \int_{0}^{1} \mu \phi(\nu, \mu) \phi(\eta, \mu) g(\mu) d \mu \\
& \quad=c \int_{0}^{1} g(\mu) \phi(\eta, \mu) d \mu-c \int_{0}^{1} g(\mu) \phi(\nu, \mu) d \mu \tag{5.4}
\end{align*}
$$

which yields analogous to Eq. (5.3) the adjoint singular integral equation

$$
\begin{equation*}
g(\eta) \lambda(\eta)-P \int_{0}^{1} \frac{c}{2} \frac{\eta g(\eta)}{\mu-\eta} d \mu=\mathrm{const} \tag{5.5}
\end{equation*}
$$

which has the solution

$$
\mu g(\mu)=\left(z_{1}-\mu\right)\left[X^{+}(\mu)-X^{-}(\mu)\right] / 2 \pi i
$$

in agreement with the results of Kuščer, McCormick, and Summerfield. ${ }^{9}$

The case of anisotropic scattering is more involved. In this case the equation analogous to Eq. (5.2) for determining the weight function for orthogonality on $(-1,1)$ has the form

$$
\begin{align*}
& (1 / v-1 / \eta) \int_{-1}^{1} \mu \phi(\nu, \mu) \phi(\eta, \mu) g(\mu) d \mu \\
& =\int_{-1}^{1} g(\mu) k(\mu, \nu) \phi(\eta, \mu) d \mu \\
& \quad-\int_{-1}^{1} g(\mu) k(\mu, \eta) \phi(\nu, \mu) d \mu \tag{5.6}
\end{align*}
$$

which yields the adjoint singular integral equation

$$
\begin{equation*}
P_{n}(\eta) g(\eta) \lambda(\eta)-P \int_{-1}^{1} \frac{\eta P_{n}(\mu) k(\mu, \eta)}{\mu-\eta} g(\mu) d \mu=h_{n}(\eta) \tag{5.7}
\end{equation*}
$$

which has the solution $g(\mu)=1$. This again gives the weight function $\mu$ in agreement with the results of Mika. ${ }^{3}$ For orthogonality on $(0,1)$ the above procedure leads to rather intractable results. Perhaps a better procedure is the use of the bi-orthogonality results of McCormick and Kuščer. ${ }^{6}$ Here the weight function $\mu g(\mu)$ satisfies the dominant adjoint singular integral equation

$$
\begin{equation*}
g(\eta) \lambda(\eta)-P \int_{0}^{1} \frac{\eta N(\mu)}{\mu-\eta} g(\mu) d \mu=1 \tag{5.8}
\end{equation*}
$$

which has the solution

$$
\mu g(\mu)=[\Omega(\infty)]^{\frac{1}{2}} \prod_{j=1}^{\alpha}\left(z_{j}-\mu\right)\left[X^{+}(\mu)-X^{-}(\mu)\right] / 2 \pi i
$$
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#### Abstract

A particular area-preserving mapping of a plane onto itself has been studied in detail with the aid of a digital computer. A large number of fixed points, finite sets of points that transform into each other, were located and classified as elliptic or hyperbolic depending on the nature of the linearized mapping in the neighborhood. A quantity called the residue was calculated for each fixed point. This quantity can be used to predict whether other nearby fixed points are elliptic or hyperbolic. The results showed that there are considerable regions in which almost all the fixed points are hyperbolic. Further calculations were made to estimate the area enclosed by the invariant curves whose existence has been established by Moser. The boundary of this region appeared to coincide with the boundary of the region in which almost all the fixed points are hyperbolic.


## I. INTRODUCTION

Problems in many branches of physics can be reduced to the study of two-dimensional measurepreserving mappings. A most pictorial example is the behavior of magnetic field lines in a toroidal system. ${ }^{1}$ A mapping of a cross section of the toroid onto itself is formed by following magnetic lines of force around the system from one intersection with the cross section to the next. The possible containment of a line of force within a given region for many traversals around the system can be deduced from the behavior of iterates of the corresponding two-dimensional mapping. The magnetic flux through each neighborhood is conserved by this mapping, so it is measure preserving.
A more typical example is a particle in a twodimensional potential. ${ }^{2-4}$ Conservation of energy restricts the motion to a three-dimensional hypersurface in the four-dimensional phase space. Any phase variable whose value recurs in the course of the motion can be used to define a two-dimensional cross section. Dynamical orbits are used to define a mapping of this surface onto itself, analogous to that described in the example above. Poincare's invariant ${ }^{5}$ shows that area, defined in canonical coordinates, is conserved by this mapping.
The restricted three-body problem of celestial mechanics can also be reduced to such a mapping. ${ }^{6.7}$
It is most interesting to know whether these twodimensional measure-preserving mappings are ergodic or not. This means determining whether or not suc-

[^95]cessive images of a given point cover densely a finite area. ${ }^{8}$ It appears that both types of behavior occur in different regions for almost every mapping. Moser ${ }^{9,10}$ has shown that there are isolated closed invariant curves, subject to certain restrictions detailed in Sec. III. These exact invariant curves separate regions of ergodic behavior. It is interesting that similar invariants exist for higher-dimensional mappings but they do not separate different regions of phase space. ${ }^{9}$ The two-dimensional problem appears to be the most interesting.
Moser's paper proved the existence of invariant curves but gave no indication of the area that they might be expected to enclose. The purpose of the work described in this paper was to find some way of estimating this area.

The estimation was sought in terms of the fixed points of the mapping. These correspond to closed magnetic field lines, or to periodic orbits in a dynamical problem. Such orbits may close after one, or many, traversals through the chosen cross section. These periodic orbits are attractive for study because they are finite in length, and because there are many of them. Poincaré ${ }^{2}$ hypothesized that they are dense in phase space, but that has not been proven either way. In any event, they are thickly scattered. The hope is that all the properties of a mapping can be understood in terms of its fixed points.

The location of the fixed points is, of course, not enough. Each fixed point must also be characterized by the linearized mapping in its immediate vicinity. It is the parameters of this linearized mapping that have been studied and in terms of which the properties of the mapping have been interpreted in this paper.

[^96]These parameters are defined and discussed in Sec. II.
In Sec. III a scheme is described for selecting certain fixed points for study.

A number of fixed points, for a particular simple choice of mapping, have been located numerically with the aid of a digital computer and the corresponding parameters have been evaluated. These computations are described in Sec. IV.
These computations indicate that there are regions in which all the fixed points are hyperbolic. The image of any given point in the neighborhood of such a point tends to move away from the fixed point on successive iterations of the mapping. Ergodic behavior appears to be restricted to these regions. This is discussed in more detail in Sec. V.

## II. DEFINITIONS

The mappings considered in this paper have the general form

$$
\begin{equation*}
x_{1}=f\left(x_{0}, y_{0}\right), \quad y_{1}=g\left(x_{0}, y_{0}\right), \tag{1}
\end{equation*}
$$

or, more compactly,

$$
\begin{equation*}
\left(x_{1}, y_{1}\right)=T\left(x_{0}, y_{0}\right) \tag{2}
\end{equation*}
$$

The functions $f$ and $g$ will be taken to be infinitely differentiable. The condition that the mapping be area preserving is

$$
\begin{equation*}
\operatorname{det}(\mathrm{J})=1 \tag{3}
\end{equation*}
$$

where $J$ is the Jacobian matrix of the partial derivatives,

$$
\mathrm{J}(x, y)=\left(\begin{array}{ll}
f_{x} & f_{y}  \tag{4}\\
g_{x} & g_{v}
\end{array}\right)
$$

We will consider also iterations of the mapping,

$$
\begin{equation*}
\left(x_{1}, y_{1}\right)=T\left(x_{0}, y_{0}\right), \quad\left(x_{2}, y_{2}\right)=T\left(x_{1}, y_{1}\right) \tag{5}
\end{equation*}
$$

which can be written

$$
\begin{equation*}
\left(x_{2}, y_{2}\right)=T^{2}\left(x_{0}, y_{0}\right) \tag{6}
\end{equation*}
$$

and generalized to any power of $T$.
It is frequently useful to linearize the mapping around a given initial point. This approximation can be expressed in matrix form using products of the Jacobian matrix of Eq. (4):

$$
\begin{align*}
\binom{\hat{x}_{2}-x_{2}}{\hat{y}_{2}-y_{2}} & =\mathrm{J}\left(x_{1}, y_{1}\right)\binom{\hat{x}_{1}-x_{1}}{\hat{y}_{1}-y_{1}} \\
& =\mathrm{J}\left(x_{1}, y_{1}\right) \mathrm{J}\left(x_{0}, y_{0}\right)\binom{\hat{x}_{0}-x_{0}}{\hat{y}_{0}-y_{0}}, \tag{7}
\end{align*}
$$

where $\left(x_{0}, y_{0}\right),\left(x_{1}, y_{1}\right)$, and $\left(x_{2}, y_{2}\right)$ are related by Eq. (5).

Special attention will be focused on fixed points. The fixed points of $T$ satisfy the equation

$$
\begin{equation*}
\left(x_{f}, y_{f}\right)=T\left(x_{f}, y_{f}\right) \tag{8}
\end{equation*}
$$

The matrix representing the linearized mapping in the vicinity of this fixed point will be denoted by $M \equiv$ $\mathrm{J}\left(x_{f}, y_{f}\right)$. It is convenient to introduce four parameters $a, b, c$, and $d$,

$$
M \equiv\left(\begin{array}{ll}
a+d & c+b  \tag{9}\\
c-b & a-d
\end{array}\right)
$$

in discussing such $2 \times 2$ matrices. Equation (3) then becomes

$$
\begin{equation*}
a^{2}+b^{2}-c^{2}-d^{2}=1 . \tag{10}
\end{equation*}
$$

The quadratic form,

$$
\begin{align*}
& \psi \equiv(b-c)\left(x-x_{f}\right)^{2}+2 d\left(x-x_{f}\right)\left(y-y_{f}\right) \\
&+(b+c)\left(y-y_{f}\right)^{2} \tag{11}
\end{align*}
$$

is invariant under this linearized mapping. Three of the four independent parameters that will be used to specify $M$ describe this quadratic. One of these is an ellipticity parameter,

$$
\begin{equation*}
E \equiv \frac{b^{2}-c^{2}-d^{2}}{b^{2}+c^{2}+d^{2}}=\frac{1-a^{2}}{b^{2}+c^{2}+d^{2}}, \tag{12}
\end{equation*}
$$

which is somewhat more convenient than the classical ellipticity. When $E=1$ the constant $\psi$ surfaces are circles, $E>0$ corresponds to a set of ellipses, $E=0$ to a set of parallel lines, and $E<0$ to hyperbolas. Fixed points will be called elliptic or hyperbolic, depending on the sign of $E$. When the denominator of Eq. (12) vanishes, $b=c=d=0, a= \pm 1$. This will be called the degenerate case.

Another parameter describes the orientation of the quadratic form. Under a rotation of coordinates, $a$ and $b$, and hence $c^{2}+d^{2}$, are constant, but $c$ and $d$ vary as the sine and cosine of twice the angle. Thus we define

$$
\begin{equation*}
\theta_{M} \equiv \frac{1}{2} \tan ^{-1}(c / d) . \tag{13}
\end{equation*}
$$

The sign of $b$ is necessary to reconstruct $M$ from the full set of parameters. It also affects the orientation of the quadratic form.

The remaining important characteristic of the matrix $M$ is the displacement of a point along an invariant curve. This can be deduced from a quantity that will be called the residue of the fixed point, defined by

$$
\begin{align*}
R & \equiv \frac{1}{2}-\frac{1}{4} \operatorname{Tr}(M) \\
& =\frac{1}{2}(1-a) \tag{14}
\end{align*}
$$

The interpretation of the residue depends on whether the fixed point is elliptic or hyperbolic. Indeed, the
sign of $E$ is related to the magnitude of $R$, since, from Eqs. (12) and (14),

$$
\begin{equation*}
E=4 R(1-R) /\left(b^{2}+c^{2}+d^{2}\right) \tag{15}
\end{equation*}
$$

For hyperbolic points the eigenvalues of the matrix $M$ are the ratios of the distances of a point and its image when both lie on an asymptote of Eq. (11), and they depend only on $R$ :

$$
\begin{equation*}
\lambda=1-2 R \pm 2[R(R-1)]^{\frac{1}{2}} . \tag{16}
\end{equation*}
$$

Note that when $R$ is small and negative $\lambda$ is nearly unity and the distance between a point and its image is small.

The behavior of elliptic points is best understood from an examination near the fixed point of iterates of the mapping $T$. The Jacobian matrix of $T^{Q}$ evaluated at the fixed point of $T$ is

$$
\begin{align*}
& M_{Q}\left(x_{f}, y_{f}\right)=M^{Q}=\left(\sin 2 \pi Q \omega_{0}\right) /\left(\sin 2 \pi \omega_{0}\right) \\
& \times\left(\begin{array}{cc}
\sin 2 \pi \omega_{0} & b+c \\
\times \cot 2 \pi Q \omega_{0}+d & \\
c-b & \sin 2 \pi \omega_{0} \\
& \times \cot 2 \pi Q \omega_{0}-d
\end{array}\right), \tag{17}
\end{align*}
$$

where

$$
\begin{equation*}
\cos 2 \pi \omega_{0} \equiv a, \quad R=\sin ^{2} \pi \omega_{0} \tag{18}
\end{equation*}
$$

which can easily be established by induction. When $Q \omega_{0} \sim 1, M^{Q}$ is approximately the identity, and a given point has returned to nearly its original position. Thus $\omega_{0}$, which will be called the rotation number, is the average rotation of a point around the ellipse. As with hyperbolic points, small values of the residue correspond to small displacements.

Note that the residue is always real, while $\lambda$ is complex for elliptic points and $\omega_{0}$ is complex for hyperbolic points.
It is obvious that, aside from the singular case when $E$ vanishes and $b \neq 0$ must be specified, the matrix M is completely determined by $R, E, \theta_{\mathrm{M}}$, and sign of $b$. Namely,

$$
\begin{align*}
& a=1-2 R, \\
& b= \pm[2 R(1-R)(1+E) / E]^{\frac{1}{2}}, \\
& c=\sin 2 \theta_{M}[2 R(1-R)(1-E) / E]^{\frac{1}{2}},  \tag{19}\\
& d=\cos 2 \theta_{M}[2 R(1-R)(1-E) / E]^{\frac{1}{2}} .
\end{align*}
$$

Henceforth these parameters will be used to describe M.

It follows from Eq. (15) that $0<R<1$ always indicates an elliptic fixed point, while if $R<0$ or $R>1$ the fixed point is hyperbolic. Equation (16)
shows that there are two types of hyperbolic points, ${ }^{11}$ depending on the sign of the residue. When it is positive, the eigenvalues $\lambda$ are negative and $M$ interchanges the corresponding branches of the hyperbolas of Eq. (11). When $R$ is negative, the eigenvalues are positive and $M$ maps each branch into itself. Thus, for small residues, the distinction between positive and negative residues corresponds to the distinction between elliptic and hyperbolic fixed points, whereas for large residues it corresponds to the difference between two types of hyperbolic points.

A quantity called the index ${ }^{12}$ can be defined for closed curves and is useful for counting and classifying the enclosed fixed points. Consider the set of vectors connecting each point of a closed curve with its image under the mapping. The index of the curve is the number of rotations the vector makes as the initial point traverses the closed curve, taken to be positive if the rotation is in the same sense as the traversal of the curve. Similarly, the index of a discrete fixed point is defined as the index of an enclosing curve that lies in the immediate neighborhood. It can readily be established by repeated subdivision that the index of a closed curve is the sum of the indices of the enclosed fixed points. It can also be established that the index of a fixed point is equal to the sign of the residue, when the latter does not vanish.

Now consider iterations of the mapping, and particularly the fixed points of $T^{2}, T^{3}$, etc. If $\left(x_{f}, y_{f}\right)$ is a fixed point of $T^{Q}$, then $T\left(x_{f}, y_{f}\right)$ is also a fixed point. Thus the fixed points of $T^{Q}$ form families of $Q$ members. The quantity $Q$ is useful as an identification of a given fixed point. Again, matrices can be found that represent the linearized mapping in the vicinity of each of these fixed points. These can be expressed as products of $Q$ Jacobian matrices, Eq. (4), evaluated respectively at the successive fixed points of the corresponding family, following Eq. (7). Such matrices can be analyzed in exactly the same manner as discussed above. It follows that each fixed point of a given family has the same residue since

$$
\begin{equation*}
M\left[T\left(x_{f}, y_{f}\right)\right]=J\left(x_{f}, y_{f}\right) M\left(x_{f}, y_{f}\right) J^{-1}\left(x_{f}, y_{f}\right) . \tag{20}
\end{equation*}
$$

A family of fixed points tends to lie on a ring, or a series of rings enclosing elliptic fixed points. The indices under $T^{Q}$ of closed curves lying just inside and just outside such rings are almost always +1 . Thus there must be as many families with positive as with negative residue. As we have seen above, this may

[^97]mean that elliptic and hyperbolic points alternate, but it does not exclude all points being hyperbolic.

## III. A HIERARCHY

This section presents a scheme for obtaining an over-all picture of the structure of any given mapping. The approximate invariant curves given by Eq. (11) serve as the starting point. These can be extended in a qualitative way into the nonlinear region where they provide a framework to discuss the mapping.

Near the fixed point the deviation from the linearized mapping of Eq. (7) can be treated as a small parameter. It is thus possible to extend Eq. (11) and obtain a formal series ${ }^{11}$ for the approximate invariant curves $\psi=$ const in powers of $x-x_{f}$ and $y-y_{f}$. Our primary interest is in those curves that enclose elliptic fixed points. The rotation number $\omega$, defined for these closed curves as the average number of rotations around the central fixed point per iteration of the mapping in the limit as the number of iterations goes to infinity, depends on the value of $\psi$ when the mapping is approximated using higher powers of the distance from the fixed point. For surfaces very close to the central fixed point $\omega$ approaches $\omega_{0}$ of Eq. (18).

The shear of the mapping, defined by

$$
\begin{equation*}
s=d \omega / d \psi \tag{21}
\end{equation*}
$$

is very useful in classifying different mappings. For example, higher-order terms in the expansion of $\psi$ discussed above may only slightly alter the shape of the curves or may change their character completely, depending on the shear. In particular, if the rotation number $\omega_{0}$ of a fixed point is close to a rational number with a small denominator, and the shear is higher order than resonant nonlinear terms, the approximate invariant curves may no longer be closed. ${ }^{3,8,3}$

Moser ${ }^{9,10}$ has shown that when the shear is of lower order than any resonant perturbation there are exact invariant curves enclosing the central fixed point. These invariant curves have irrational rotation numbers that satisfy the inequality ${ }^{13}$

$$
\begin{equation*}
|\omega-l| k \left\lvert\,>\epsilon / k^{\frac{5}{2}}\right. \tag{22}
\end{equation*}
$$

for all integers $l$ and $k$, where $\epsilon$ is a constant independent of $k$.

In between these surfaces, where $\omega=P / Q$ ( $P$ and $Q$ relatively prime) would be rational if it varied continuously, there must be fixed points of $T^{Q}$ according to a theorem of Birkhoff's. ${ }^{14.15}$ In certain special integrable cases these fixed points may be
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Fig. 1. Some fixed points of the mapping given by Eqs. (23)-(25). Two families for each of $P / Q=\frac{1}{8}$ and $\frac{1}{11}$ are shown enclosing the fixed point at ( 1,1 ). Positive residue points are represented by $O$ and negative residue point by + . Also shown by are 20 points of a family, for which $Q=180$, belonging to the third order of hierarchy and associated with the elliptic points with $P / Q=\frac{1}{9}$.
dense on a curve and so complete a set of nested invariant curves. In such cases the residue of each fixed point vanishes. However, in almost every situation perturbations break up the surface; there are only isolated fixed points of $T^{Q}$ and they have nonvanishing residue.

These isolated fixed points can be identified by their rotation number $P / Q$. It is possible to establish a rotation number for this finite set of points because the exact and approximate invariant curves impose considerable organization on any given mapping. Each family of fixed points will appear to lie on a closed curve that is close to an approximate invariant curve and encloses a central fixed point. A typical example is shown in Fig. 1. Thus $P-1$ is the number of members of the family which lie between a fixed point and its image. Alternatively, $P$ is the number of rotations around the central point when following from a fixed point to its image through all $Q$ members of the family. In either case $P$ is ambiguous to an additive multiple of $Q$. A further requirement on $P$ is that two fixed points which lie close to each other should have nearly equal values of $P / Q$, which follows from the continuity of the approximate organization of the mapping.

The structure of invariant closed curves and fixed points enclosing an elliptic fixed point of $T^{Q}$ is similar to that enclosing a fixed point of $T$. The additional fixed points in this structure are then fixed points of $\left(T^{Q}\right)^{N}$. Their rotation number around the central fixed point of $T$ is the same as that of the fixed point of $T^{Q}$ with which they are associated. Thus the values of $\hat{P}$ and $\hat{Q}(\omega=\hat{P} / \hat{Q}, \hat{Q}=Q N)$ are not relatively prime for these fixed points. This structure may also exist around hyperbolic points in certain cases.

In order to avoid dealing with all the fixed points and invariant surfaces as a single unit, it is convenient to organize this structure recursively in a hierarchy. The zero order of this hierarchy consists of the fixed points of $T$. The first order consists of the invariant curves that enclose the fixed points of $T$ and those fixed points of $T^{Q}$ for which $P$ and $Q$ are relatively prime. The second order of the hierarchy includes this same structure around elliptic fixed points in the first order of the hierarchy. It is clear that there are an infinite number of orders in the hierarchy.

Some such organization into a hierarchy is necessary for making general statements. For example, in the next section a connection is found between the invariant curves of a given order of the hierarchy and the fixed points in the same order. If the fixed points of higher orders were not discarded it would be difficult to discover any meaningful relationships. However, it has not yet been possible to develop a rigorous definition of the concept. In particular, it is not clear that all fixed points can be ordered in the hierarchy.

## IV. COMPUTATIONS

## A. Description of the Chosen Mapping

The specific mapping chosen for study is

$$
\begin{align*}
& x_{1}=(1 / A)\left(x_{0}-B y_{0}+C y_{0}^{3}\right),  \tag{23}\\
& y_{1}=A y_{0}+B x_{1}-C x_{1}^{3},  \tag{24}\\
& A=1.25, \quad B=0.1, \quad C=0.35 . \tag{25}
\end{align*}
$$

This mapping is symmetric around the line $x=y$ in the sense that if

$$
\begin{equation*}
T\left(c_{1}, c_{2}\right)=\left(c_{3}, c_{4}\right) \tag{26}
\end{equation*}
$$

then

$$
\begin{equation*}
T\left(c_{4}, c_{3}\right)=\left(c_{2}, c_{1}\right) \tag{27}
\end{equation*}
$$

It follows that if $\left(c_{1}, c_{2}\right)$ is a fixed point of $T^{Q},\left(c_{2}, c_{1}\right)$ is another fixed point of $T^{Q}$. The mapping is also invariant under change of sign of both $x$ and $y$. (See note added in proof.) The fixed points of $T$ consist of a hyperbolic point at $(0,0)$ and elliptic points at $(1,1)$ and $(-1,-1)$. The residue of the hyperbolic point is $R=-0.0105$. For the elliptic points $R=0.168$ and $\omega_{0}^{-1}=7.4388$.

The fixed point at $(0,0)$ belongs to the zero order of the hierarchy considered in the previous section. The first order of the hierarchy is composed of families of fixed points of iterates of $T$ which enclose the origin. The two elliptic fixed points of $T$ can be considered as the innermost of these families with a $P / Q$ value of $\frac{0}{1}$. These families extend continuously in $P / Q$ from this value to $\frac{1}{2}$ for fixed points of $T^{2}$ at $\left[ \pm(2.35 / 0.35)^{\frac{1}{2}}, \mp(2.35 / 0.35)^{\frac{1}{2}}\right]$. This is a case where the central point is hyperbolic.

Most attention was concentrated on the second order of the hierarchy, the structure around the fixed points of the first order, in particular, around the elliptic fixed points at $(1,1)$. There are pairs of families of fixed points of iterates of $T$ for all values of $P$ and $Q$ that are relatively prime and whose ratio lies in the range $0<P / Q<\omega_{0}$. Two such pairs of families are shown in Fig. 1.
By the symmetry of Eqs. (26) and (27), one member of most of these families lies on the line $x=y$. Such points are easy to locate numerically, so effort was concentrated on corresponding families.
Surrounding each positive-residue fixed point in the second order of the hierarchy are families of fixed points belonging to the third order of the hierarchy. A part of one such family is shown in Fig. 1.

## B. Calculation of Residues

Residues were calculated for approximately 150 families of fixed points, including all those for which $P \leq 11, P / Q \geq(9.5)^{-1}$, and $|R|>10^{-14}$. A selected set are listed in Table I. It can be seen from Eq. (14) that small residues are calculated as the difference of two numbers of order 1 . For fixed points with the smallest residues it was necessary to carry 14 to 18 decimal places in all the calculations. The two families of fixed points for a given $P / Q$ had residues that were very nearly equal and opposite, especially when they were small in magnitude. This would not be true for fixed points with $Q \leq 4$ but none such occurred in this system.

The behavior of the residues in the limit of large $Q$ can be understood by assuming that they depend exponentially on $Q$. This leads to defining a function

Table I. $Q / P$, location, and residue for a selected set of fixed points.

| $Q / P$ | $Q / P$ | $x=y$ | $R$ |  |
| :---: | :--- | :--- | :---: | :--- | |  |
| :---: |
| $15 / 2$ |
| 79 |

${ }^{\text {a }}$ The positive residue family with the same value of $Q / P$ has been used to calculate $f$.


Fig. 2. A plot of $f(Q \mid P)$, defined in Eq. (28).
$f$ by

$$
\begin{equation*}
R \equiv \alpha[f(P / Q)]^{Q / 2} \tag{28}
\end{equation*}
$$

A plot of $f$ vs $Q / P$ is given in Fig. 2, and selected values are listed in Table I, where $\alpha$ has been chosen to be equal to $\frac{1}{4}$ to make the curve as smooth as possible.

If $f$ were continuous it would be possible to extrapolate the calculated residues to large values of $Q$ by interpolating in $f$. In regions with $f$ greater than unity, the residues would increase indefinitely with $Q$, and with $f$ less than unity the residues would approach zero in this limit.

It is clear that Eq. (28) is a necessary first step to obtain a smooth curve suitable for interpolation, but it does not quite do the job. Apparently each fixed point creates a perturbation in its neighborhood which affects the value of $f$ for neighboring points. This is especially evident in Fig. 2 near where $Q / P$ equals $8,8 \frac{1}{2}$, and 9 .

This perturbation is illustrated in Fig. 3. The location of fixed points with $Q / P=\frac{82}{9}=9 \frac{1}{9}$ are strongly


Fig. 3. A plot showing the relation between fixed points with $P / Q=\frac{9}{82}$ and nearby fixed points with $P / Q=\frac{1}{8}$. The elliptic $\frac{1}{8}$ fixed point is denoted by $\square$, the corresponding hyperbolic fixed points by + , and part of one family of $\frac{\theta}{6 \dot{2}}$ fixed points by $\bigcirc$.

Table II. Residues of fixed points near $Q / P=\frac{17}{2}$.

| $n$ | $Q / P$ | $R$ | $f=(4 R)^{2 / Q}$ |
| ---: | :---: | :---: | :---: |
| 3 | $59 / 7$ | $1.8310^{-5}$ | 0.724 |
| 7 | $127 / 15$ | $4.5610^{-8}$ | 0.783 |
| 11 | $195 / 23$ | $2.9710^{-9}$ | 0.829 |
| 15 | $263 / 31$ | $1.4910^{-9}$ | 0.866 |
| 19 | $331 / 39$ | $2.2110^{-9}$ | 0.894 |
| 23 | $399 / 47$ | $5.6310^{-9}$ | 0.916 |
| 27 | $467 / 55$ | $1.6510^{-8}$ | 0.932 |

affected by their proximity to fixed points with $Q / P=$ $\frac{9}{1}$. It is reasonable that this distortion in location is accompanied by an effect on the residues, though no direct calculation is available. It is also reasonable that this distortion should depend on the ellipticity parameter $E$ of the fixed points with $Q / P=\frac{9}{1}$ since this gives the shape of the invariant curves in the vicinity.

To further illustrate the effect of distortions caused by nearby fixed points, residues were calculated for a series of fixed points with values of $Q / P$ given by the formula

$$
\begin{equation*}
Q / P=8+(2+1 / n)^{-1} \tag{29}
\end{equation*}
$$

In Fig. 2, this series approaches $Q / P=8.5$ from the left. These calculated residues are listed in Table II. It appears that $f$ will increase beyond unity and that for large values of $n$ the residue will become indefinitely large. This confirms that the disturbance around the fixed points $Q / P=\frac{17}{2}$ dominates the behavior of nearby fixed points. Since there is nothing special about this fixed point, it can be said with confidence that there are intervals in every range of $P / Q$ where $f$ is larger than unity.

A series of rational numbers that avoids these disturbances can be constructed with the aid of the series of numbers $F_{n}$,

$$
\begin{equation*}
F_{1}=1, \quad F_{2}=1+\frac{1}{1}, \quad F_{3}=1+\frac{1}{1+1 / 1}, \cdots \tag{30}
\end{equation*}
$$

the partial convergents of the infinite continued fraction with the partial quotients all unity. Table III

Table III. Residues of certain fixed points.

| $n$ | $Q / P$ | $R$ | $f=(4 R)^{2 / Q}$ |
| :---: | :---: | ---: | :---: |
| 1 | $53 / 6$ | $1.1510^{-1}$ | 0.97126 |
| 2 | $62 / 7$ | $-2.5410^{-1}$ | 1.0050 |
| 3 | $115 / 13$ | $1.1510^{-1}$ | 0.98660 |
| 4 | $177 / 20$ | $1.2210^{-1}$ | 0.99200 |
| 5 | $292 / 33$ | $-5.5410^{-2}$ | 0.98973 |
| 6 | $469 / 53$ | $2.6610^{-2}$ | 0.99048 |
| 7 | $761 / 86$ | $5.7710^{-3}$ | 0.99014 |
| 8 | $1230 / 139$ | $-6.0310^{-4}$ | 0.99025 |

is similar to Table II except that the values of $P / Q$ are chosen by the formula

$$
\begin{equation*}
Q / P=9-\left(5+F_{n}\right)^{-1} \tag{31}
\end{equation*}
$$

In this series the values of $f$ are rapidly converging on a value slightly less than unity, and the residues are decreasing.

In conclusion, there appear to be significant regions where all the fixed points are hyperbolic. This is evident from the following argument. In Table II it was illustrated that values of $f$ increase with increasing proximity to other fixed points. This proximity can be measured in terms of the partial quotients of a partial fraction expansion of $P / Q$. Thus values of $f$ increase with increasing partial quotients. Then the opposite case was considered and a series with the smallest possible partial quotients was given in Table III. In this series $f$ converged on a value that fits smoothly into the series of points in Fig. 2. Thus a curve sketched through the points of Fig. 2 gives a lower bound to the values of $f$. This lower bound will be labeled $f_{m}(Q / P)$, a continuous function of $Q / P$. In regions where $f_{m}>1$ all families of fixed points will have $f$ greater than unity, and by Eq. (28) almost all positive residue fixed points will have $R>1$. By Eq. (15) and the discussion below Eq. (12), this is equivalent to the statement that almost all fixed points are hyperbolic in regions where $f_{m}>1$.

## C. Escape Calculations

Another type of calculation that was made was to test experimentally whether a given point lay inside or outside the outer most invariant curve of the type whose existence Moser has proved. A rigorous test was devised by noting that, for the chosen mapping, any invariant curve must be symmetric around the lines $x=y$ and $x=-y$. Since invariant curves cannot intersect, any point whose image under multiple iteration crosses the line $x=-y$ must lie outside any Moser surface enclosing the fixed point at $(1,1)$ but not the one at $(0,0)$. Hence the point must lie outside all the Moser surfaces in the second order of the hierarchy. Of course, it is impossible to prove that a point lies inside a Moser surface by a finite number of iterations. A maximum of 50000 was used.

A more annoying difficulty was the loss of significant figures, resulting from roundoff errors, when many iterations were calculated. The results did not meet the usual tests of accuracy after a few hundred to a thousand iterations were performed. However, these tests are more stringent than are required. They require that if the image of a given point $\left(x_{0}, y_{0}\right)$ under the exact mapping $T^{n}$ is ( $x_{n}, y_{n}$ ), then the calculated


Fig. 4. A sketch of a neighborhood of $x_{0}$ and $y_{0}$ and its image after $n$ and $n+1$ iterations of a given mapping. The central points in $b$ and $c$ represent the numerical approximation to the image of the central point in $a$. The circle in $b$ is transformed to the ellipse in $c$.
image ( $\hat{x}_{n}, \hat{y}_{n}$ ) should lie within a neighborhood of $\left(x_{n}, y_{n}\right)$. However, to prove that a neighborhood of ( $x_{0}, y_{0}$ ) lies outside a Moser surface we only need to know that the true mapping takes some point in the neighborhood of $\left(x_{0}, y_{0}\right)$ to some point in the neighborhood of ( $\hat{x}_{n}, \hat{y}_{n}$ ). As will now be shown, this condition is much easier to satisfy.
Figure 4 illustrates the geometry used in calculating the effect of roundoff error. The central points of Figs. 4(a), 4(b), and 4(c) are the initial point and its images as calculated numerically after $n$ and $n+1$ iterations of $T$. A neighborhood of ( $x_{0}, y_{0}$ ), shown shaded in Fig. 4(a), is assumed to be transformed by the exact mapping into the shaded regions of Figs. 4(b) and 4(c). The mapping of the neighborhood of $\left(\hat{x}_{n}, \hat{y}_{n}\right)$ to a neighborhood of $\left(\hat{x}_{n+1}, \hat{y}_{n+1}\right)$ will now be treated in detail in the linearized approximation, utilizing Eq. (7), to confirm the general picture.

In the linearized approximation a circle is transformed into an ellipse with a ratio of major to minor diameter of

$$
\begin{equation*}
D_{\max } / D_{\min }=\left[\left(c_{n}^{2}+d_{n}^{2}\right)^{\frac{1}{2}}+\left(1+c_{n}^{2}+d_{n}^{2}\right)^{\frac{1}{2}}\right]^{2} . \tag{32}
\end{equation*}
$$

Here $c_{n}$ and $d_{n}$ are defined by parameterizing $J\left(\hat{x}_{n}, \hat{y}_{n}\right)$ as in Eq. (9). In this approximation the separation of two points $\delta r_{n}$ is related to the separation of their images $\delta r_{n+1}$ by

$$
\begin{align*}
\left(\delta r_{n+1}\right)^{2} & =\left\{1+2 c_{n}^{2}+2 d_{n}^{2}+\left[\left(c_{n}^{2}+d_{n}^{2}\right)\right.\right. \\
& \left.\left.\times\left(1+c_{n}^{2}+d_{n}^{2}\right)\right]^{\frac{1}{2}} \cos 2\left(\theta-\theta_{M}\right)\right\}\left(\delta r_{n}\right)^{2} \tag{33}
\end{align*}
$$

Here $\theta-\theta_{\mathrm{m}}$ is the angle between the line connecting the images of the two points and the major axis of the ellipse of Fig. 4(c), and $\theta_{M}$ is given by Eq. (13). On the other hand, the relation connecting the distance between a point and a line $\delta r_{n}^{*}$ and the distance between their images $\delta r_{n+1}^{*}$ is

$$
\begin{align*}
& \left(\delta r_{n+1}^{*}\right)^{2}=\left\{1+2 c_{n}^{2}+2 d_{n}^{2}+\left[\left(c_{n}^{2}+d_{n}^{2}\right)\right.\right. \\
& \left.\left.\quad \times\left(1+c_{n}^{2}+d_{n}^{2}\right)\right]^{\frac{1}{2}} \cos 2\left(\theta^{*}-\theta_{\mathrm{M}}\right)\right\}^{-1}\left(\delta r_{n}^{*}\right)^{2} . \tag{34}
\end{align*}
$$

On the average, assuming successive phase angles are uncorrelated, the distance between two points is increased by the factor

$$
\begin{align*}
\left\langle\frac{\delta r_{n+1}}{\delta r_{n}}\right\rangle & =\exp \left\{\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{1}{2} \ln \left(\frac{\delta r_{n+1}}{\delta r_{n}}\right)^{2} d \theta\right\} \\
& =\left(1+c_{n}^{2}+d_{n}^{2}\right)^{\frac{1}{2}} \tag{35}
\end{align*}
$$

while a point and a line move toward each other by the factor

$$
\begin{equation*}
\left\langle\delta r_{n+1}^{*} / \delta r_{n}^{*}\right\rangle=\left(1+c_{n}^{2}+d_{n}^{2}\right)^{-\frac{1}{2}} \tag{36}
\end{equation*}
$$

This describes a situation in which every region is being continually stretched into long thin fibers by successive iterations, as shown in Figs. 3(a) and 3(b).

We thus see from Eq. (35) that small errors in the distance between two points tend to grow exponentially with the number of iterations so that the stringent criterion for accuracy shows a rapid loss of significant figures. On the other hand, small errors of the distance from a point to a region tend to decrease exponentially. This would apparently lead to the conclusion that when more significant figures appear to be lost, more confidence can be placed in the results! Of course, the theory is highly simplified, but it should give some credence to the results of the "escape" calculations. These are summarized in Table IV. The first column gives the initial value for each calculation and the second column gives the number of iterations required for the image to cross the line $x+y=0$. Those calculations that were stopped before the image crossed this line were discarded as inconclusive.

The first set of seven points in Table IV illustrates behavior outside all the structure associated with the fixed point at $x=y=0.6580$ with $P / Q=\frac{1}{9}$. In the neighborhood of this fixed point are Moser surfaces of the third order of the hierarchy that enclose a portion of the line $x=y$. Part of this structure is illustrated in Fig. 1. Further exploration was conducted near hyperbolic fixed points to avoid these third-order

Table IV. Results of escape calculations.

| $\boldsymbol{x}_{0}=y_{0}$ | $N$ |
| :--- | ---: |
| 0.50 | 42 |
| 0.52 | 67 |
| 0.54 | 53 |
| 0.56 | 61 |
| 0.58 | 430 |
| 0.60 | 222 |
| 0.62 | 2453 |
|  | 2155 |
| 0.69385 | 3721 |
| 0.69387 | 3843 |
| 0.69389 | 45216 |
| 0.69415 |  |

Moser surfaces. The next three points were selected near the negative-residue fixed point at $x=y=$ 0.6938903 with $P / Q=\frac{8}{71}$. The last point in the table was chosen near the fixed point at $x=y=0.69417$ with $P / Q=\frac{7}{62}$. The residue of this fixed point is $R=-0.254$ (and $R=0.253$ for the corresponding positive residue family) so that the corresponding $f$ of Table I is very slightly greater than unity. It is apparent that this point is close to the boundary of the ergodic region since its image escapes only after a very large number of iterations.

## v. CONCLUSIONS

The major features, at least, of the behavior of multiple iterations of a two-dimensional mapping can be understood in terms of the fixed points of the mapping. This paper investigated the relation between invariant curves enclosing an elliptic fixed point and the character of related families of fixed points. These families were identified as belonging to the same order of the hierarchy as the closed invariant curves. It was inferred from numerical computations that in an annulus that contains closed invariant curves an infinite number of the corresponding fixed points are elliptic. Some of these fixed points have an arbitrarily small residue. In outer regions there are no invariant curves and all but a finite number of the fixed points of the given order of the hierarchy are hyperbolic. Thus there is a close relation between containment, ergodicity, and the character of the fixed points.
This is intuitively a very satisfactory result. Consider a series of fixed points for which the residue approaches zero and $Q$ approaches infinity such as given by Eq. (31) and Table III. Such a series of fixed points approaches a closed invariant curve since the positive and negative residue points become indistinguishable in the limit as they become dense on a curve. The limit of Eq. (31) as $n$ goes to infinity is an irrational number of a type ${ }^{13}$ that most easily satisfies Eq. (22), so that this intuition is entirely consistent with Moser's theorem.

On the other hand, hyperbolic fixed points act as scattering centers. Successive images of a given point must ultimately move away from any hyperbolic point that they approach. In a region where almost all the fixed points are hyperbolic and they are dense or almost dense, it would seem reasonable that only isolated points would have correlated images. These correlated images would be another set of fixed points.

It is useful to have some notion of the location of the region in which all the fixed points are hyperbolic without having to calculate hundreds of residues. It is fairly clear that there will be extensive ergodic
regions near fixed points for which $E$ is distinctly different from zero, so that the mapping is strongly perturbed. In the computed example this effect was strong enough to bring the boundary of the outer ergodic region inside the fixed points with $P / Q=\frac{1}{9}$. It seems reasonable that the boundary will always lie just inside a fixed point with $E$ greater than a tenth or so. The well-developed, relatively fat structures associated with these fixed points are easy to locate and thus provide a good first estimate of the stability region of the mapping. Increasing the shear, a quantity introduced in Eq. (21), tends to reduce the values of $E$. Thus the critical value of $E$ will tend to be larger in systems with small shear.

Only a few other authors have endeavored to establish some boundary to the ergodic region. Rosenbluth et al. ${ }^{16}$ attempted to identify this boundary with the overlap of resonances. In the terms of this paper this translates to the statement that in regions outside a Moser surface of a given order in the hierarchy, elements of the next higher order of the hierarchy around a given point overlap with similar elements associated with neighboring points. This is not inconsistent with the results of the present paper but it seems more difficult to express quantitatively. Their criterion depends heavily on the size and shape of the secondary structure and thus depends on the parameter $E$ of this paper. Here it is deduced that $E$ plays only a secondary role in determining the boundary of the ergodic region, through its relation to $R$ by Eq. (15) and also through its effect on the location of fixed points as illustrated in Fig. 3.

Roels and Hénon ${ }^{17}$ related the boundary of the ergodic region to an approximate radius of convergence of the asymptotic series ${ }^{11}$ for invariant curves that was mentioned in Sec. III. Since this series is asymptotic, it has an irreducible error that increases with radius. An approximate radius of convergence of the series is a region in which this irreducible error is sharply increasing with radius. One reason

[^99]that the error is irreducible is that the series is unable to handle all the details of higher orders of the hierarchy that was introduced in Sec. III. Thus it is reasonable that an approximate radius of convergence should occur at a point at which the character of higher orders of the hierarchy is changing. However, it is difficult to make any quantitative statements.

Morozov and co-workers ${ }^{18-20}$ have noted a correspondence between ergodic regions and hyperbolic fixed points but their work has been confined to fixed points with $P=1$. Thus they do not find an exact correspondence. In their work the mapping is generated by integrating differential equations for magnetic field lines. It is gratifying that they get results comparable to those found for the very much simpler mapping utilized in this paper.
Note added in proof: The information on fixed points derivable from symmetry arguments has been thoroughly discussed by de Vogelaere. ${ }^{21}$
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#### Abstract

The Weyl transform is applied in quantum dynamics to derive and extend Moyal's statistical theory of phase-space distributions for noncommuting coordinate and momentum operators. The distinction is made between Weyl transforms in Schrödinger and Heisenberg pictures; the general case of time-dependent Hamiltonians is considered. The Wigner function for the probability distribution in a phase space of Cartesian coordinates $\mathbf{Q}$ and momenta $K$ propagates according to a conditional probability $P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right)$, which is exhibited as a Feynman path integral in phase space. Properties of $P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right)$ are developed; it is expressed in terms of the quantum generalization of the classical Liouville operator. The Weyl transform of a Heisenberg operator propagates according to $P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right.$ $t_{0}, \mathbf{Q}, \mathbf{K}$ ) which is also given as a Feynman path integral. An equation for the time evolution of Weyl transforms of Heisenberg operators is obtained, according to which the transform of Heisenberg coordinate and momentum operators obey a quantum form of Hamilton's equations of motion. If the initial density operator of the system commutes with the coordinate operator, then the state of the system is a mixture of pure coordinate states; the spectrum of the density operator in this case is continuous. For a Heisenberg operator $A_{H}(t)$ with Weyl transform $A_{H}(t, \mathbf{Q}, \mathbf{K})$, the function $\mathcal{A}(t, \mathbf{Q})=$ $\int d \mathbf{K} A_{H}(t, \mathbf{Q}, \mathbf{K})$ is the expectation at time $t$ of the dynamical property for a quantum system initially in a pure state of coordinate $\mathbf{Q}$; it is the quantum-mechanical generalization of the dynamical property of the system along the classical trajectory in configuration space at time $t$. The probability amplitude for the time dependence of $\mathcal{A}(t, \mathbf{Q})$ can be expressed as a Feynman path integral with a Heisenberg Lagrangian. The amplitude of the conditional probability $P\left(t, \mathbf{Q} \mid t_{0}, \mathbf{Q}_{0}\right)$ considered by Feynman is expressed as a path integral with a Schrödinger Lagrangian. The velocity in the Heisenberg Lagrangian is the negative of that in the Schrödinger Lagrangian of Feynman, but it agrees with the velocity appearing in the Hamiltonian equations. It is the Heisenberg Lagrangian that is the Lagrangian of classical dynamics. For a particle whose potential energy is a function of position, a quantum form of Newton's second law is obtained. An extension of the formalism to non-Cartesian coordinate systems is given.


## 1. INTRODUCTION

Properties of the Weyl transform have been developed in a previous paper. ${ }^{1}$ It is the purpose of this paper to apply the transform in formulating nonrelativistic quantum dynamics, by means of probability distributions and trajectories in phase space. The probability density is given by the Wigner distribution function. ${ }^{2}$ Some of the results on probability distributions are anticipated in a paper by Moyal ${ }^{3}$ on quantum mechanics as a statistical theory. His treatment is simplified and extended here by use of the Weyl transform, which permits a derivation of Moyal's statistical theory from Dirac's formulation of quantum mechanics. ${ }^{4}$ It is important to distinguish the Weyl transforms of operators in the Schrödinger and Heisenberg pictures. With this distinction, connection can be made with Feynman's path-integral formulation of quantum dynamics. ${ }^{5,6}$ Feynman's path

[^101]integrals for propagation of probability are in the Schrödinger picture; his Schrödinger Lagrangian function differs in the sign of the velocity from the Heisenberg Lagrangian. It is the Heisenberg Lagrangian which is the quantum-mechanical generalization of the classical Lagrangian. In the Heisenberg picture, the Weyl transform of the coordinate and momentum operators satisfy Hamilton's canonical equations in quantum form; when averaged over the initial phasespace distribution these equations became the Ehrenfest equations. ${ }^{7}$

In Sec. 2 the properties of the Weyl transform which will be needed in this paper are summarized. In Sec. 3 Weyl transforms of operators in Schrödinger and Heisenberg pictures are discussed for the case of a time-dependent Hamiltonian. The time dependence of the Wigner function is determined by

$$
P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right)
$$

the probability of the phase-space point $(\mathbf{Q}, \mathbf{K})$ at time $t$ conditional on $\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right)$ at $t_{0}$. The time dependence of the Weyl transforms of Heisenberg operators is determined by $P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right)$. For Heisenberg coordinate and momentum operators

[^102]the Weyl transforms satisfy Hamilton's equations in quantum form. The properties of the conditional probabilities
$$
P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right)
$$
and
$$
P\left(t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right)
$$
are developed; they are expressed in terms of the quantum-mechanical generalization of the Liouville operator. In Sec. 4 the Markoffian properties of the conditional probabilities are considered. These properties permit formulation of the Wigner function and of the Weyl transforms of Heisenberg operators as Feynman path integrals in phase space. Feynman's path integrals are in configuration space. As discussed in Sec. 5 , the transition probability considered by Feynman is $P\left(t, \mathbf{Q} \mid t_{0}, \mathbf{Q}_{\mathbf{0}}\right)$, the probability of coordinate $\mathbf{Q}$ at time $t$ conditional on $\mathbf{Q}_{0}$ at $t_{0}$. The amplitude for this probability is given as a Feynman path integral with a Schrödinger Lagrangian function. The Lagrangian formulation of classical dynamics does not express the time evolution of probability distributions. It describes rather the time dependence of the dynamical properties of the system along the classical trajectory. For a quantum-mechanical Heisenberg operator $A_{H}(t)$, a function $\mathcal{A}(t, \mathbf{Q})$ can be defined; it is the integral over the momentum variables of the Weyl transform of $A_{H}(t) . \mathcal{A}(t, \mathbf{Q})$ is the expectation of the dynamical property of the quantum system initially in a pure state of coordinate $\mathbf{Q}$ at time $t$; it is the quantum-mechanical generalization of the dynamical property along the classical trajectory in configuration space at time $t$. The relevant amplitude for the time dependence of $\mathcal{A}(t, \mathbf{Q})$ can be expressed as a Feynman path integral with a Heisenberg Lagrangian function. The velocity in the Heisenberg Lagrangian is the negative of that in the Schrödinger Lagrangian of Feynman, but it agrees with the velocity appearing in the quantum form of Hamilton's equations. For a particle whose potential energy is a function of position, a quantum-mechanical form of Newton's second law is derived. Up to this point only Cartesian coordinates and momenta have been considered. In Sec. 6 path integrals in other coordinate systems are discussed

## 2. THE WEYL TRANSFORM

Properties of the Weyl transform have been developed in a previous paper. ${ }^{1}$ In this section are summarized the more important results which will be needed in the present work.

An operator of quantum mechanics is expressed,
according to the Weyl transformation, as

$$
\begin{equation*}
A=\int \cdots \int d \mathbf{Q} d \mathbf{K} \Delta(\mathbf{Q}, \mathbf{K}) A(\mathbf{Q}, \mathbf{K}) \tag{2.1}
\end{equation*}
$$

where the Weyl transform $A(\mathbf{Q}, \mathbf{K})$ is given by the inverse transformation

$$
\begin{equation*}
A(\mathbf{Q}, \mathbf{K})=\operatorname{Tr}[A \Delta(\mathbf{Q}, \mathbf{K})] \tag{2.2}
\end{equation*}
$$

and

$$
\begin{align*}
\Delta(\mathbf{Q}, \mathbf{K}) & \equiv \int \cdots \int \mathbf{u} d \mathbf{v} \\
\times & \exp \{2 \pi i[\mathbf{u} \cdot(q-\mathbf{Q})+\mathbf{v} \cdot(\mathbf{k}-\mathbf{K})]\} . \tag{2.3}
\end{align*}
$$

$\mathbf{q}$ and $\mathbf{p}=2 \pi \hbar \mathbf{k}$ are Cartesian coordinate and momentum operators for which

$$
\begin{equation*}
q_{i} p_{j}-p_{i} q_{i}=i \hbar \delta_{i j} \tag{2.4}
\end{equation*}
$$

$Q$ and $K$ are eigenvalues of $q$ and $k$. Alternative forms of the Hermitian operator $\Delta(\mathbf{Q}, \mathbf{K})$ are

$$
\begin{align*}
\Delta(\mathbf{Q}, \mathbf{K}) & =\int \cdots \int d \mathbf{v} \exp (2 \pi i \mathbf{v} \cdot \mathbf{K})\left|\mathbf{Q}+\frac{1}{2} \mathbf{v}\right\rangle\left\langle\mathbf{Q}-\frac{1}{2} \mathbf{v}\right| \\
& =\int \cdots \int d \mathbf{u} \exp (-2 \pi i \mathbf{u} \cdot \mathbf{Q})\left|\mathbf{K}+\frac{1}{2} \mathbf{u}\right\rangle\left\langle\mathbf{K}-\frac{1}{2} \mathbf{u}\right| \\
& =\exp [(i / 4 \pi)(\partial / \partial \mathbf{Q}) \cdot(\partial / \partial \mathbf{K})]|\mathbf{K}\rangle\langle\mathbf{K} \mid \mathbf{Q}\rangle\langle\mathbf{Q}| \tag{2.5}
\end{align*}
$$

Matrix elements of any operator can be obtained from (2.1) and the matrix elements of $\Delta(\mathbf{Q}, \mathbf{K})$,

$$
\left\langle\mathbf{Q}^{\prime \prime}\right| \Delta(\mathbf{Q}, \mathbf{K})\left|\mathbf{Q}^{\prime}\right\rangle
$$

$$
=\delta\left[\mathbf{Q}-\frac{1}{2}\left(\mathbf{Q}^{\prime}+\mathbf{Q}^{\prime \prime}\right)\right] \exp \left[2 \pi i \mathbf{K} \cdot\left(\mathbf{Q}^{\prime \prime}-\mathbf{Q}^{\prime}\right)\right]
$$

$$
\left\langle\mathbf{K}^{\prime \prime}\right| \Delta(\mathbf{Q}, \mathbf{K})\left|\mathbf{K}^{\prime}\right\rangle
$$

$$
\begin{equation*}
=\delta\left[\mathbf{K}-\frac{1}{2}\left(\mathbf{K}^{\prime}+\mathbf{K}^{\prime \prime}\right)\right] \exp \left[-2 \pi i \mathbf{Q} \cdot\left(\mathbf{K}^{\prime \prime}-\mathbf{K}^{\prime}\right]\right) \tag{2.6}
\end{equation*}
$$

Also,

$$
\begin{gather*}
\operatorname{Tr} \Delta(\mathbf{Q}, \mathbf{K})=1, \quad \int \cdots \int d \mathbf{Q} d \mathbf{K} \Delta(\mathbf{Q}, \mathbf{K})=\mathbf{1},  \tag{2.7}\\
\int d \mathbf{Q} \Delta(\mathbf{Q}, \mathbf{K})=\delta(\mathbf{k}-\mathbf{K})=|\mathbf{K}\rangle\langle\mathbf{K}|, \\
\int d \mathbf{K} \Delta(\mathbf{Q}, \mathbf{K})=\delta(\mathbf{q}-\mathbf{Q})=|\mathbf{Q}\rangle \mathbf{Q} \mid \tag{2.8}
\end{gather*}
$$

The Weyl transform of an operator $A(\mathbb{q})$, which is a function of $\mathbf{q}$ only, is $A(\mathbf{Q})$; the transform of $A(\mathbf{k})$, a function of $\mathbf{k}$ only, is $A(\mathbf{K})$. Such transforms are unchanged in the classical limit $\hbar \rightarrow 0$ and are therefore the same as classical dynamical functions of coordinate $\mathbf{Q}$ or momentum $\mathbf{P}=2 \pi \hbar \mathbf{K}$, respectively. The set of components of the vectors ( $\mathbf{Q}, \mathbf{K}$ ) specify the coordinates of a point in phase space.

$$
\begin{aligned}
& \left\langle\mathbf{Q}^{\prime}\right| \Delta(\mathbf{Q}, \mathbf{K})\left|\mathbf{K}^{\prime}\right\rangle \\
& =\left\langle\mathbf{Q}^{\prime} \mid \mathbf{K}^{\prime}\right\rangle \exp [(-i / 4 \pi)(\partial / \partial \mathbf{Q}) \cdot(\partial / \partial \mathbf{K})] \\
& \times \delta\left(\mathbf{Q}^{\prime}-\mathbf{Q}\right) \delta\left(\mathbf{K}^{\prime}-\mathbf{K}\right),
\end{aligned}
$$

If $A$ and $B$ are two quantum operators, then the Weyl transform of their commutator is

$$
\begin{align*}
& {[A B-B A](\mathbf{Q}, \mathbf{K})} \\
& =2 i \int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime} \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \\
& \times \sin \left\{(1 / 4 \pi)\left[(\partial / \partial \mathbf{Q}) \cdot\left(\partial / \partial \mathbf{K}^{\prime}\right)-(\partial / \partial \mathbf{K}) \cdot\left(\partial / \partial \mathbf{Q}^{\prime}\right)\right]\right\} \\
& \times A(\mathbf{Q}, \mathbf{K}) B\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right) .
\end{align*} \begin{array}{r}
(2.9)
\end{array} \quad \begin{array}{r}
\operatorname{Tr}(A B)=\int \cdots \int d \mathbf{Q} d \mathbf{K} A(\mathbf{Q}, \mathbf{K}) B(\mathbf{Q}, \mathbf{K}),  \tag{2.9}\\
\operatorname{Tr}\left[\Delta(\mathbf{Q}, \mathbf{K}) \Delta\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)\right]=\delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right) . \tag{2.10}
\end{array}
$$

## 3. SCHRÖDINGER AND HEISENBERG PICTURES

A time-dependent operator in the Schrödinger picture is written $A_{s}(t)$. The Weyl transformation (2.1) gives

$$
\begin{equation*}
A_{s}(t)=\int \cdots \int d \mathbf{Q} d \mathbf{K} \Delta(\mathbf{Q}, \mathbf{K}) A_{s}(t, \mathbf{Q}, \mathbf{K}), \tag{3.1}
\end{equation*}
$$

with Weyl transform

$$
\begin{equation*}
A_{s}(t, \mathbf{Q}, \mathbf{K})=\operatorname{Tr}\left[\Delta(\mathbf{Q}, \mathbf{K}) A_{s}(t)\right] . \tag{3.2}
\end{equation*}
$$

Obviously, $\mathbf{Q}_{s}(t, \mathbf{Q}, \mathbf{K})=\mathbf{Q}$ and $\mathbf{K}_{s}(t, \mathbf{Q}, \mathbf{K})=\mathbf{K}$ are the transforms of the position and momentum operators, $\mathbf{q}_{s}$ and $\mathbf{k}_{s}$. The expectation of a dynamical property $A_{s}(t)$ when the system is in a state described by the probability density operator $\rho_{s}(t)$ is, according to (2.10),

$$
\begin{align*}
\langle A(t)\rangle= & \operatorname{Tr}\left[A_{s}(t) \rho_{s}(t)\right] \\
& =\int \cdots \int d \mathbf{Q} d \mathbf{K} A_{s}(t, \mathbf{Q}, \mathbf{K}) \rho_{s}(t, \mathbf{Q}, \mathbf{K}) . \tag{3.3}
\end{align*}
$$

The Weyl transform $\rho_{s}(t, \mathbf{Q}, \mathbf{K})$ is the Wigner function. ${ }^{2}$ The density operator defined in terms of the initial states $\left\langle\psi_{m}, t_{0}\right\rangle$ as

$$
\begin{equation*}
\rho_{s}\left(t_{0}\right)=\sum_{m} w_{m}\left|\psi_{m}, t_{0}\right\rangle\left\langle\psi_{m}, t_{0}\right|, \quad w_{m} \geq 0, \sum_{m} w_{m}=0, \tag{3.4}
\end{equation*}
$$

becomes at time $t>t_{0}$

$$
\begin{equation*}
\rho_{s}(t)=U\left(t, t_{0}\right) \rho_{s}\left(t_{0}\right) U^{\dagger}\left(t, t_{0}\right) . \tag{3.5}
\end{equation*}
$$

The unitary operator $U\left(t, t_{0}\right)$ is the solution of the Schrödinger equation,
$i \hbar d U\left(t, t_{0}\right) \mid d t=H_{s}(t) U\left(t, t_{0}\right)=U\left(t, t_{0}\right) H_{H}(t)$,
with $U\left(t_{0}, t_{0}\right)=1 . \quad H_{s}(t)$ is the (time-dependent) Hamiltonian operator in the Schrödinger picture; $H_{H}(t)$, the Hamiltonian in Heisenberg picture. $U^{\dagger}\left(t, t_{0}\right)$, the Hermitian adjoint of $U\left(t, t_{0}\right)$, is the solution of the adjoint equation,

$$
\left.\left.\begin{array}{rl}
-i \hbar d U^{\dagger}\left(t, t_{0}\right) \mid d t & =H_{H}(t) U^{\dagger}(
\end{array}\right), t_{0}\right) \quad .
$$

with $U^{\dagger}\left(t_{0}, t_{0}\right)=1$. Accordingly, by integration and iteration of (3.6) and (3.7), for $t>t_{0}$,

$$
\begin{align*}
U\left(t, t_{0}\right) & =T \exp \left[-(i / \hbar) \int_{t_{0}}^{t} d t^{\prime} H_{s}\left(t^{\prime}\right)\right] \\
& =T^{r} \exp \left[-(i / \hbar) \int_{t_{0}}^{t} d t^{\prime} H_{H}\left(t^{\prime}\right)\right],  \tag{3.8}\\
U^{\dagger}\left(t, t_{0}\right) & =T \exp \left[(i / \hbar) \int_{t_{0}}^{t} d t^{\prime} H_{H}\left(t^{\prime}\right)\right] \\
& =T^{r} \exp \left[(i / \hbar) \int_{t_{0}}^{t} d t^{\prime} H_{s}\left(t^{\prime}\right)\right] . \tag{3.9}
\end{align*}
$$

$T$ indicates the time-ordered product

$$
T H\left(t^{\prime}\right) H\left(t^{\prime \prime}\right)= \begin{cases}H\left(t^{\prime}\right) H\left(t^{\prime \prime}\right), & \text { if } t^{\prime}>t^{\prime \prime}  \tag{3.10}\\ H\left(t^{\prime \prime}\right) H\left(t^{\prime}\right), & \text { if } t^{\prime \prime}>t^{\prime}\end{cases}
$$

$T^{r}$ indicates the reversed time-ordered product for which the inequalities of (3.10) are interchanged when $T$ is replaced by $T^{r}$.

According to (3.5) and (3.2), the Wigner function can be written as

$$
\begin{align*}
& \rho_{s}(t, \mathbf{Q}, \mathbf{K})=\operatorname{Tr}\left[\Delta(\mathbf{Q}, \mathbf{K}) U\left(t, t_{0}\right) \rho_{s}\left(t_{0}\right) U^{\dagger}\left(t, t_{0}\right)\right] \\
& \quad=\int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, Q_{0}, \mathbf{K}_{0}\right) \rho_{s}\left(t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right), \tag{3.11}
\end{align*}
$$

where the probability of $(\mathbf{Q}, \mathbf{K})$ at $t$ conditional on $\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right)$ at $t_{0}$ is the real quantity

$$
\begin{align*}
& P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \\
& \quad=\operatorname{Tr}\left[\Delta(\mathbf{Q}, \mathbf{K}) U\left(t, t_{0}\right) \Delta\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right) U^{\dagger}\left(t, t_{0}\right)\right] . \tag{3.12}
\end{align*}
$$

Like the Wigner function, $P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{\mathbf{0}}, \mathbf{K}_{0}\right)$ is not everywhere nonnegative.

Since $P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{\mathbf{0}}, \mathbf{Q}_{\mathbf{0}}, \mathbf{K}_{\mathbf{0}}\right)$ plays a central role, its properties are now considered. From the expressions for $\Delta(\mathbf{Q}, \mathbf{K})$ given in (2.5), various forms are readily obtained, as for example,

$$
\begin{align*}
P(t, & \left.\mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \\
= & \exp \left\{(i / 4 \pi)\left[(\partial / \partial \mathbf{Q}) \cdot(\partial / \partial \mathbf{K})-\left(\partial / \partial \mathbf{Q}_{0}\right) \cdot\left(\partial / \partial \mathbf{K}_{0}\right)\right]\right\} \\
& \times \exp \left[2 \pi i\left(\mathbf{Q}_{0} \cdot \mathbf{K}_{0}-\mathbf{Q} \cdot \mathbf{K}\right)\right] \\
& \times\langle\mathbf{Q}| U\left(t, t_{0}\right)\left|\mathbf{Q}_{0}\right\rangle\left\langle\mathbf{K}_{0}\right| U^{\dagger}\left(t, t_{0}\right)|\mathbf{K}\rangle . \tag{3.13}
\end{align*}
$$

According to the Weyl transformation (2.1), from (3.12),

$$
\begin{aligned}
& U\left(t, t_{0}\right) \Delta\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right) U^{\dagger}\left(t, t_{0}\right) \\
& \quad=\int \cdots \int d \mathbf{Q} d \mathbf{K} \Delta(\mathbf{Q}, \mathbf{K}) P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right),
\end{aligned}
$$

$$
\begin{equation*}
U^{\dagger}\left(t, t_{0}\right) \Delta(\mathbf{Q}, \mathbf{K}) U\left(t, t_{0}\right) \tag{3.14}
\end{equation*}
$$

$$
\begin{equation*}
=\int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} \Delta\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right) P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \tag{3.15}
\end{equation*}
$$

Therefore, from (2.11),

$$
\begin{array}{r}
\begin{array}{r}
\iint d \mathbf{Q} d \mathbf{K} P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right) P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}^{\prime \prime}, \mathbf{K}^{\prime \prime}\right) \\
=\delta\left(\mathbf{Q}^{\prime}-\mathbf{Q}^{\prime \prime}\right) \delta\left(\mathbf{K}^{\prime}-\mathbf{K}^{\prime \prime}\right),
\end{array} \\
\begin{array}{r}
\int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} P\left(t, \mathbf{Q}^{\prime}, K^{\prime} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \\
\times P\left(t, \mathbf{Q}^{\prime \prime}, \mathbf{K}^{\prime \prime} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right)=\delta\left(\mathbf{Q}^{\prime}-\mathbf{Q}^{\prime \prime}\right) \delta\left(\mathbf{K}^{\prime}-\mathbf{K}^{\prime \prime}\right)
\end{array}
\end{array}
$$

From (3.14) and (3.6),

$$
\begin{aligned}
& \int \cdots \int d \mathbf{Q} d \mathbf{K} \Delta(\mathbf{Q}, \mathbf{K}) \partial P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) / \partial t \\
&=-(i / \hbar)\left[H_{s}(t) U\left(t, t_{0}\right) \Delta\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right) U^{\dagger}\left(t, t_{0}\right)\right. \\
&\left.\quad-U\left(t, t_{0}\right) \Delta\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right) U^{\dagger}\left(t, t_{0}\right) H_{s}(t)\right]
\end{aligned}
$$

so that the Weyl transformation gives

$$
\begin{align*}
& \partial P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{\mathbf{0}}, \mathbf{K}_{0}\right) / \partial t \\
&=-(i / \hbar) \operatorname{Tr}\left\{\left[\Delta(\mathbf{Q}, \mathbf{K}) H_{s}(t)-H_{s}(t) \Delta(\mathbf{Q}, \mathbf{K})\right]\right. \\
&\left.\times U\left(t, t_{0}\right) \Delta\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right) U^{\dagger}\left(t, t_{0}\right)\right\} \\
&=-(i / \hbar) \int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime} P\left(t, \mathbf{Q}^{\prime}, \mathbf{K}^{\prime} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \\
& \times \operatorname{Tr}\left\{\Delta(\mathbf{Q}, \mathbf{K})\left[H_{s}(t) \Delta\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)-\Delta\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right) H_{s}(t)\right] .\right. \tag{3.18}
\end{align*}
$$

But, from (2.9) and (2.11),

$$
\begin{gather*}
\operatorname{Tr}\left\{\Delta(\mathbf{Q}, \mathbf{K})\left[H_{s}(t) \Delta\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)-\Delta\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right) H_{s}(t)\right]\right\} \\
=\mathfrak{L}_{s}(t, \mathbf{Q}, \mathbf{K}) \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right), \tag{3.19}
\end{gather*}
$$

where the quantum-mechanical Liouville operator $\mathcal{f}_{s}(t, \mathbf{Q}, \mathbf{K})$ is defined as

$$
\begin{array}{r}
\mathcal{C}_{s}(t, \mathbf{Q}, \mathbf{K})=2 i \int \cdots \int d \mathbf{Q}^{\prime \prime} d \mathbf{K}^{\prime \prime} \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime \prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime \prime}\right) \\
\times \sin \left\{(1 / 4 \pi)\left[\left(\partial / \partial \mathbf{Q}^{\prime \prime}\right) \cdot(\partial / \partial \mathbf{K})-\left(\partial / \partial \mathbf{K}^{\prime \prime}\right) \cdot(\partial / \partial \mathbf{Q})\right]\right\} \\
\times H_{s}\left(t, \mathbf{Q}^{\prime \prime}, \mathbf{K}^{\prime \prime}\right) . \tag{3.20}
\end{array}
$$

Therefore,

$$
\begin{align*}
& \partial P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) / \partial t \\
& \quad=-(i / \hbar) \mathcal{L}_{s}(t, \mathbf{Q}, \mathbf{K}) P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) . \tag{3.21}
\end{align*}
$$

Since initially, according to (3.12) and (2.11),

$$
\begin{equation*}
P\left(t_{0}, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right)=\delta\left(\mathbf{Q}-\mathbf{Q}_{0}\right) \delta\left(\mathbf{K}-\mathbf{K}_{0}\right), \tag{3.22}
\end{equation*}
$$

integration and iteration of (3.21) gives the solution, for $t>t_{0}$,

$$
\begin{align*}
& P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{\mathbf{0}}\right) \\
& \quad=T \exp \left[-(i / \hbar) \int_{t_{0}}^{t} d t^{\prime} \mathfrak{C}_{s}\left(t^{\prime}, \mathbf{Q}, \mathbf{K}\right)\right] \\
& \delta\left(\mathbf{Q}-\mathbf{Q}_{0}\right)\left(\mathbf{K}-\mathbf{K}_{0}\right) . \tag{3.23}
\end{align*}
$$

According to (3.11), the Wigner function becomes

$$
\begin{align*}
& \rho_{s}(t, \mathbf{Q}, \mathbf{K}) \\
& \quad=T \exp \left[-(i / \hbar) \int_{t_{0}}^{t} d t^{\prime} \mathcal{C}_{s}\left(t^{\prime}, \mathbf{Q}, \mathbf{K}\right)\right] \rho_{s}\left(t_{0}, \mathbf{Q}, \mathbf{K}\right) \tag{3.24}
\end{align*}
$$

a solution of the differential equation for the time evolution of the Wigner function,

$$
\begin{equation*}
\partial \rho_{s}(t, \mathbf{Q}, \mathbf{K}) / \partial t=-(i / \hbar) \mathbb{L}_{s}(t, \mathbf{Q}, \mathbf{K}) \rho_{s}(t, \mathbf{Q}, \mathbf{K}) \tag{3.25}
\end{equation*}
$$

which is the Weyl transform of the quantum-mechanical von Neumann equation for the density operator,

$$
\begin{equation*}
d \rho_{s} / d t=-(i / \hbar)\left[H_{s}(t) \rho_{s}(t)-\rho_{s}(t) H_{s}(t)\right] . \tag{3.26}
\end{equation*}
$$

Alternatively, from (3.15),

$$
\begin{aligned}
& \int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} \Delta\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right) \partial P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) / \partial t \\
& =(i / \hbar)\left[H_{H}(t) U^{\dagger}\left(t, t_{0}\right) \Delta(\mathbf{Q}, \mathbf{K}) U\left(t, t_{0}\right)\right. \\
& \\
& \left.\quad-U^{\dagger}\left(t, t_{0}\right) \Delta(\mathbf{Q}, \mathbf{K}) U\left(t, t_{0}\right) H_{H}(t)\right]
\end{aligned}
$$

so that

$$
\begin{align*}
& \partial P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) / \partial t \\
& =(i / \hbar) \int \cdots \int d \mathbf{Q}_{0}^{\prime} d \mathbf{K}_{0}^{\prime} P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}^{\prime}, \mathbf{K}_{0}^{\prime}\right) \\
& \quad \times \operatorname{Tr}\left\{\Delta ( \mathbf { Q } _ { 0 } , \mathbf { K } _ { 0 } ) \left[H_{H}(t) \Delta\left(\mathbf{Q}_{0}^{\prime}, \mathbf{K}_{0}^{\prime}\right)\right.\right. \\
&  \tag{3.27}\\
& \left.\left.\quad-\Delta\left(\mathbf{Q}_{0}^{\prime}, \mathbf{K}_{0}^{\prime}\right) H_{H}(t)\right]\right\} .
\end{align*}
$$

But (3.19) gives

$$
\begin{aligned}
& \operatorname{Tr}\left\{\Delta\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right)\left[H_{H}(t) \Delta\left(\mathbf{Q}_{0}^{\prime}, \mathbf{K}_{0}^{\prime}\right)-\Delta\left(\mathbf{Q}_{0}^{\prime}, \mathbf{K}_{0}^{\prime}\right) H_{H}(t)\right]\right\} \\
&=\mathcal{L}_{H}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \delta\left(\mathbf{Q}_{0}-\mathbf{Q}_{0}^{\prime}\right) \delta\left(\mathbf{K}_{0}-\mathbf{K}_{0}^{\prime}\right),
\end{aligned}
$$

where
$\mathfrak{L}_{H}(t, \mathbf{Q}, \mathbf{K})=2 i \int \cdots \int d \mathbf{Q}^{\prime \prime} d \mathbf{K}^{\prime \prime} \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime \prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime \prime}\right)$
$\times \sin \left\{(1 / 4 \pi)\left[\left(\partial / \partial \mathbf{Q}^{\prime \prime}\right) \cdot(\partial / \partial \mathbf{K})-\left(\partial / \partial \mathbf{K}^{\prime \prime}\right) \cdot(\partial / \partial \mathbf{Q})\right]\right\}$

$$
\begin{equation*}
\times H_{H}\left(t, \mathbf{Q}^{\prime \prime}, \mathbf{K}^{\prime \prime}\right) . \tag{3.28}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& \partial P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) / \partial t \\
& \quad=(i / \hbar) \mathfrak{C}_{H}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right), \tag{3.29}
\end{align*}
$$

with solution, for $t>t_{0}$,
$P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right)$

$$
\begin{align*}
=T & \exp \left[(i / \hbar) \int_{t_{0}}^{t} d t^{\prime} \mathfrak{C}_{H}\left(t^{\prime}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right)\right] \\
& \times \delta\left(\mathbf{Q}-\mathbf{Q}_{0}\right) \delta\left(\mathbf{K}-\mathbf{K}_{0}\right) . \tag{3.30}
\end{align*}
$$

If the Hamiltonian is independent of time, then $H_{s}=H_{H}=H$, so that the quantum Liouville
operators of (3.20) and (3.28) are the same:

$$
\begin{equation*}
\mathfrak{L}_{s}(\mathbf{Q}, \mathbf{K})=\mathfrak{L}_{H}(\mathbf{Q}, \mathbf{K})=\mathfrak{L}(\mathbf{Q}, \mathbf{K}) . \tag{3.31}
\end{equation*}
$$

In this case the two expressions in (3.23) and (3.30) become, for $t>t_{0}$,

$$
\begin{align*}
& P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \\
& \quad=\exp \left[-(i / \hbar)\left(t-t_{0}\right) \mathscr{L}(\mathbf{Q}, \mathbf{K})\right] \delta\left(\mathbf{Q}-\mathbf{Q}_{0}\right) \delta\left(\mathbf{K}-\mathbf{K}_{0}\right) \\
& \quad=\exp \left[(i / \hbar)\left(t-t_{0}\right) \mathscr{L}\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right)\right] \delta\left(\mathbf{Q}-\mathbf{Q}_{0}\right) \delta\left(\mathbf{K}-\mathbf{K}_{0}\right), \tag{3.32}
\end{align*}
$$

and

$$
\begin{equation*}
P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right)=P\left(t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t, \mathbf{Q}, \mathbf{K}\right) \tag{3.33}
\end{equation*}
$$

Equation (3.33) is equivalent to Moyal's equation ( 9.10$)^{3}$ for conservative systems; but it is not valid when the Hamiltonian is time dependent, because of the time-ordering operations in (3.23) and (3.30).

A Heisenberg operator $A_{H}(t)$ is defined as

$$
\begin{equation*}
A_{H}(t)=U^{\dagger}\left(t, t_{0}\right) A_{s}(t) U\left(t, t_{0}\right) . \tag{3.34}
\end{equation*}
$$

In particular, according to (3.5), the Heisenberg density operator is

$$
\begin{equation*}
\rho_{H}=\rho_{s}\left(t_{0}\right), \tag{3.35}
\end{equation*}
$$

independent of time. The Weyl transform of $A_{H}(t)$ is

$$
\begin{align*}
A_{H}(t, \mathbf{Q}, \mathbf{K})> & \operatorname{Tr}\left[\Delta(\mathbf{Q}, \mathbf{K}) U^{\dagger}\left(t, t_{0}\right) A_{s}(t) U\left(t, t_{0}\right)\right] \\
=\int \cdots & \int d \mathbf{Q}_{0} d \mathbf{K}_{0} A_{s}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \\
& \times \operatorname{Tr}\left[\Delta\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right) U\left(t, t_{0}\right) \Delta(\mathbf{Q}, \mathbf{K}) U^{\dagger}\left(t, t_{0}\right)\right] \\
=\int \cdots & \int d \mathbf{Q}_{0} d \mathbf{K}_{0} A_{s}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \\
& \times P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right) \tag{3.36}
\end{align*}
$$

The Weyl transform of the Heisenberg density operator is time independent

$$
\begin{equation*}
\rho_{H}(\mathbf{Q}, \mathbf{K})=\rho_{s}\left(t_{0}, \mathbf{Q}, \mathbf{K}\right) \tag{3.37}
\end{equation*}
$$

The expectation of the dynamical property given in (3.3) becomes

$$
\begin{align*}
&\langle A(t)\rangle=\int \cdots \int d \mathbf{Q} d \mathbf{K} d \mathbf{Q}_{0} d \mathbf{K}_{0} A_{s}(t, \mathbf{Q}, \mathbf{K}) \\
& \times P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \rho_{s}\left(t, \mathbf{Q}_{\mathbf{0}}, \mathbf{K}_{0}\right) \\
&= \int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} A_{H}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \rho_{H}\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right) \\
&= \operatorname{Tr}\left[A_{H}(t) \rho_{H}\right] . \tag{3.38}
\end{align*}
$$

From (3.36) and (3.30)

$$
\begin{align*}
& A_{H}(t, \mathbf{Q}, \mathbf{K}) \\
& \quad=T \exp \left[(i / \hbar) \int_{t_{0}}^{t} d t^{\prime} \mathbf{C}_{H}\left(t^{\prime}, \mathbf{Q}, \mathbf{K}\right)\right] A_{s}(t, \mathbf{Q}, \mathbf{K}) . \tag{3.39}
\end{align*}
$$

From (3.36) and (3.17)

$$
\begin{align*}
& A_{s}(t, \mathbf{Q}, \mathbf{K}) \\
& \quad=\int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} A_{H}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right), \tag{3.40}
\end{align*}
$$

so that, according to (3.23), the transformation inverse to (3.39) is
$A_{s}(t, \mathbf{Q}, \mathbf{K})$
$=T \exp \left[-(i / \hbar) \int_{t_{0}}^{t} d t^{\prime} \mathcal{C}_{s}\left(t^{\prime}, \mathbf{Q}, \mathbf{K}\right)\right] A_{H}(t, \mathbf{Q}, \mathbf{K})$.
The change from $\mathscr{L}_{H}$ in (3.39) to $\mathscr{L}_{s}$ in (3.41) should be noted; for conservative systems (3.31) applies, so that this distinction disappears. Equation (3.39) is a solution of the differential equation

$$
\begin{align*}
& \partial A_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial t \\
& =T \exp \left[(i / \hbar) \int_{t_{0}}^{t} d t^{\prime} \mathcal{C}_{H}\left(t^{\prime}, \mathbf{Q}, \mathbf{K}\right)\right] \partial A_{s}(t, \mathbf{Q}, \mathbf{K}) / \partial t \\
& +(i / \hbar) \mathfrak{C}_{H}(t, \mathbf{Q}, \mathbf{K}) A_{H}(t, \mathbf{Q}, \mathbf{K}), \tag{3.42}
\end{align*}
$$

which is the Weyl transform of the quantummechanical Heisenberg equation for the operator $A_{H}(t)$,

$$
\begin{align*}
d A_{H}(t) / d t= & \partial A_{H}(t) / \partial t+(i / \hbar) \\
& \times\left[H_{H}(t) A_{H}(t)-A_{H}(t) H_{H}(t)\right] . \tag{3.43}
\end{align*}
$$

In addition to (3.21) and (3.29), two other expressions can be derived for $\partial P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{\mathbf{0}}\right) / \partial t$. If $H_{s}(t)$ is replaced by $U\left(t, t_{0}\right) H_{H}(t) U^{\dagger}\left(t, t_{0}\right)$ in the equations leading to (3.18), it is found that

$$
\begin{align*}
& \partial P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) / \partial t \\
&=-(i / \hbar) \int \cdots \int d \mathbf{Q}_{0}^{\prime} d \mathbf{K}_{0}^{\prime} P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}^{\prime}, \mathbf{K}_{0}^{\prime}\right) \\
& \times \mathfrak{L}_{H}\left(t, \mathbf{Q}_{0}^{\prime}, \mathbf{K}_{0}^{\prime}\right) \delta\left(\mathbf{Q}_{\mathbf{0}}-\mathbf{Q}_{0}^{\prime}\right) \delta\left(\mathbf{K}_{\mathbf{0}}-\mathbf{K}_{0}^{\prime}\right) . \tag{3.44}
\end{align*}
$$

Similarly, replacement of $H_{H}(t)$ by

$$
U^{\dagger}\left(t, t_{0}\right) H_{s}(t) U\left(t, t_{0}\right)
$$

in the equations leading to (3.27) gives

$$
\begin{align*}
& \partial P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{\mathbf{0}}, \mathbf{K}_{0}\right) / \partial t \\
& =(i / \hbar) \int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime} P\left(t, \mathbf{Q}^{\prime}, \mathbf{K}^{\prime} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \\
& \quad \times \mathfrak{L}_{s}\left(t, \mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right) \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right) . \tag{3.45}
\end{align*}
$$

From (3.44) and (3.11),
$\partial \rho_{s}(t, \mathbf{Q}, \mathbf{K}) / \partial t$

$$
\begin{array}{r}
=-(i / \hbar) \int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \\
\times \mathfrak{L}_{H}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \rho_{H I}\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right), \tag{3.46}
\end{array}
$$

an alternative to (3.25). From (3.45) and (3.36),

$$
\begin{align*}
& \partial A_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial t \\
& \quad=\int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right) \\
& \quad \times\left[\partial A_{s}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) / \partial t+(i / \hbar) \mathfrak{L}_{s}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) A_{s}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right)\right] \tag{3.47}
\end{align*}
$$

an alternative to (3.42). According to (3.40), the right-hand side of (3.46) is in the form of the Weyl transform of a Schrödinger operator; according to (3.36), the right-hand side of (3.47) is in the form of the Weyl transform of a Heisenberg operator.

Equation (3.47) is particularly suitable for comparing quantum-dynamical relations with those of classical dynamics. Substitution of the time-evolution equation for the Wigner function (3.25) into (3.47) gives the quantum form of the Liouville equation,

$$
\begin{equation*}
\partial \rho_{H}(\mathbf{Q}, \mathbf{K}) / \partial t=0 \tag{3.48}
\end{equation*}
$$

in agreement with (3.37). The time-rate of change of the Weyl transform of the Heisenberg Hamiltonian is determined by the explicit time dependence of $H_{s}(t, \mathbf{Q}, \mathbf{K})$; (3.47) gives

$$
\partial H_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial t
$$

$$
\begin{array}{r}
=\int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right) \\
\times \partial H_{s}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) / \partial t \tag{3.49}
\end{array}
$$

Similarly, (3.47) gives the quantum form of Hamilton's canonical equations,

$$
\begin{align*}
& \partial \mathbf{Q}_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial t \\
& \quad=\int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right)(2 \pi \hbar)^{-1} \\
& \quad \times \partial H_{s}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) / \partial \mathbf{K}_{0} \\
& \begin{aligned}
\partial \mathbf{K}_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial t r
\end{aligned} \\
& \quad=-\int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right)(2 \pi \hbar)^{-1} \\
& \quad \times \partial H_{s}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) / \partial \mathbf{Q}_{0} . \tag{3.50}
\end{align*}
$$

The Ehrenfest equations ${ }^{7}$ for $d\langle\mathbf{Q}(t)\rangle / d t$ and $d\langle\mathbf{K}(t)\rangle / d t$ follow directly on averaging over the initial phasespace distribution, with the use of (3.38) and (3.37). It will, in fact, be shown at the end of Sec. 4 , by the use of the phase-space path integral form of (3.36),
that

$$
\begin{align*}
& \partial A_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial \mathbf{Q} \\
& =\int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right) \\
& \times A_{s}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) / \partial \mathbf{Q}_{0},  \tag{3.51}\\
& \partial A_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial \mathbf{K} \\
& =\int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right) \\
& \\
& \times \partial A_{s}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) / \partial \mathbf{K}_{0} .
\end{align*}
$$

so that (3.50) takes precisely the canonical form,

$$
\begin{align*}
\partial \mathbf{Q}_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial t & =(2 \pi \hbar)^{-1} \partial H_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial \mathbf{K} \\
\partial \mathbf{K}_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial t & =-(2 \pi \hbar)^{-1} \partial H_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial \mathbf{Q} \tag{3.52}
\end{align*}
$$

In the classical limit, ${ }^{1}$ according to (3.28), the Liouville operator $\mathcal{L}_{H}(t, \mathbf{Q}, \mathbf{K})$ becomes

$$
\begin{align*}
& \mathcal{L}_{H}(t, \mathbf{Q}, \mathbf{K}) \rightarrow(i / 2 \pi)\left\{\left[\partial H_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial \mathbf{Q}\right] \cdot(\partial / \partial \mathbf{K})\right. \\
&\left.-\left[\partial H_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial \mathbf{K}\right] \cdot(\partial / \partial \mathbf{Q})\right\} \\
&=(\hbar / i)\left\{\left[\partial \mathbf{K}_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial t\right] \cdot(\partial / \partial \mathbf{K})\right. \\
&\left.+\left[\partial \mathbf{Q}_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial t\right] \cdot(\partial / \partial \mathbf{Q})\right\} . \tag{3.53}
\end{align*}
$$

In (3.30), the operator becomes

$$
\begin{align*}
& T \exp \left[(i / \hbar) \int_{t_{0}}^{t} d t^{\prime} \mathfrak{L}_{H}\left(t^{\prime}, \mathbf{Q}, \mathbf{K}\right)\right. \\
& \rightarrow T \exp \int_{t_{0}}^{t} d t^{\prime}\left\{\left[\partial \mathbf{K}_{H}\left(t^{\prime}, \mathbf{Q}, \mathbf{K}\right) / \partial t^{\prime}\right] \cdot(\partial / \partial \mathbf{K})\right. \\
&  \tag{3.54}\\
& \left.\left.\quad+\left[\partial \mathbf{Q}_{H}\left(t^{\prime}, \mathbf{Q}, \mathbf{K}\right) / \partial t^{\prime}\right] \cdot(\partial / \partial \mathbf{Q})\right\}\right]
\end{align*}
$$

a displacement operator along the classical trajectory. If the coordinates along the trajectory at time $t$ are defined as

$$
\begin{align*}
& \mathbf{Q}(t) \equiv T \exp \left\{\int_{t_{0}}^{t} d t^{\prime}\left[\partial \mathbf{Q}_{H}\left(t^{\prime}, \mathbf{Q}, \mathbf{K}\right) / \partial t^{\prime}\right] \cdot(\partial / \partial \mathbf{Q})\right\} \mathbf{Q} \\
& \mathbf{K}(t) \equiv T \exp \left\{\int_{t_{0}}^{t} d t^{\prime}\left[\partial \mathbf{K}_{H}\left(t^{\prime}, \mathbf{Q}, \mathbf{K}\right) / \partial t^{\prime}\right] \cdot(\partial / \partial \mathbf{K})\right\} \mathbf{K} \tag{3.55}
\end{align*}
$$

then, in the classical limit,

$$
\begin{equation*}
P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right) \rightarrow \delta\left[\mathbf{Q}(t)-\mathbf{Q}_{0}\right] \delta\left[\mathbf{K}(t)-\mathbf{K}_{0}\right] \tag{3.56}
\end{equation*}
$$

so that, from (3.36),

$$
\begin{equation*}
A_{H}(t, \mathbf{Q}, \mathbf{K}) \rightarrow A_{s}[t, \mathbf{Q}(t), \mathbf{K}(t)] \tag{3.57}
\end{equation*}
$$

the classical dynamical variable for the system along its trajectory in phase space at time $t$. In (3.55), initially, $\mathbf{Q}\left(t_{0}\right)=\mathbf{Q}$ and $\mathbf{K}\left(t_{0}\right)=\mathbf{K}$.

## 4. MARKOFFIAN PROPERTIES AND PHASE-SPACE PATH INTEGRALS

When the Hamiltonian operator is time dependent, two forms can be distinguished for the operators $U\left(t, t_{0}\right)$ and $U^{\dagger}\left(t, t_{0}\right)$; these are given in (3.8) and (3.9). It is convenient to designate the forms in which $H_{s}$ appears as $U_{s}\left(t, t_{0}\right)$ and $U_{s}^{\dagger}\left(t, t_{0}\right)$, the forms in which $H_{H}$ appears as $U_{H}\left(t, t_{0}\right)$ and $U_{H}^{+}\left(t, t_{0}\right)$. If $t>t_{1}>t_{0}$, then

$$
\begin{gather*}
U_{s}\left(t, t_{0}\right)=U_{s}\left(t, t_{1}\right) U_{s}\left(t_{1}, t_{0}\right), \\
U_{s}^{\dagger}\left(t, t_{0}\right)=U_{s}^{\dagger}\left(t_{1}, t_{0}\right) U_{s}^{\dagger}\left(t, t_{1}\right) . \tag{4.1}
\end{gather*}
$$

But

$$
\begin{align*}
& U_{H}^{\dagger}\left(t, t_{0}\right)=U_{H}^{\dagger}\left(t, t_{1}\right) U_{H}^{\dagger}\left(t_{1}, t_{0}\right), \\
& U_{H}\left(t, t_{0}\right)=U_{H}\left(t_{1}, t_{0}\right) U_{H}\left(t, t_{1}\right) . \tag{4.2}
\end{align*}
$$

From (4.1) and (3.12),

$$
\begin{align*}
P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0},\right. & \mathbf{Q}_{0}, \\
= & \left.\mathbf{K}_{0}\right) \\
= & \operatorname{Tr}\left[\Delta(\mathbf{Q}, \mathbf{K}) U_{s}\left(t, t_{1}\right) U_{s}\left(t_{1}, t_{0}\right)\right. \\
& \left.\times \Delta\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right) U_{s}^{\dagger}\left(t_{1}, t_{0}\right) U_{s}^{\dagger}\left(t, t_{1}\right)\right] \\
= & \operatorname{Tr}\left[U_{s}^{\dagger}\left(t, t_{1}\right) \Delta(\mathbf{Q}, \mathbf{K}) U_{s}\left(t, t_{1}\right)\right. \\
& \left.\times U_{s}\left(t_{1}, t_{0}\right) \Delta\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right) U_{s}^{\dagger}\left(t_{1}, t_{0}\right)\right] \\
= & \int_{\cdots} \cdots \int_{P\left(t_{1}, \mathbf{Q}_{1}, \mathbf{K}_{1} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right)} \mathbf{K}_{s}\left(t, \mathbf{Q}, \mathbf{K} \mid t_{1}, \mathbf{Q}_{1}, \mathbf{K}_{1}\right) \tag{4.3}
\end{align*}
$$

On the other hand, from (4.2),

$$
\begin{align*}
& P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right) \\
&= \operatorname{Tr}\left[\Delta\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right) U_{H}\left(t_{1}, t_{0}\right) U_{H}\left(t, t_{1}\right)\right. \\
&\left.\times \Delta(\mathbf{Q}, \mathbf{K}) U_{H}^{\dagger}\left(t, t_{1}\right) U_{H}^{\dagger}\left(t_{1}, t_{0}\right)\right] \\
&= \operatorname{Tr}\left[U_{H}^{\dagger}\left(t, t_{0}\right) \Delta\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right) U_{H}\left(t_{1}, t_{0}\right)\right. \\
&\left.\times U_{H}\left(t, t_{1}\right) \Delta(\mathbf{Q}, \mathbf{K}) U_{H}^{\dagger}\left(t, t_{1}\right)\right] \\
&= \int_{\cdots} \cdots \int_{1} d \mathbf{Q}_{1} d \mathbf{K}_{1} P_{H}\left(t, \mathbf{Q}_{1}, \mathbf{K}_{1} \mid t_{1}, \mathbf{Q}, \mathbf{K}\right) \\
& \times P_{H}\left(t_{1}, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}_{1}, \mathbf{K}_{1}\right) . \tag{4.4}
\end{align*}
$$

(Here, $P_{s}$ designates a quantity containing $U_{s} ; P_{H}$, a quantity containing $U_{H}$.) For a sequence of times, $t=t_{n}>t_{n-1}>\cdots t_{1}>t_{0}$, and with $\mathbf{Q}_{n}=\mathbf{Q}, \mathbf{K}_{n}=\mathbf{K}$,

$$
\begin{align*}
& P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \\
&= \int \cdots \int_{n} d \mathbf{Q}_{1} d \mathbf{K}_{1} \cdots d \mathbf{Q}_{n-1} d \mathbf{K}_{n-1} \\
& \times \prod_{j=0}^{n-1} P_{s}\left(t_{j+1}, \mathbf{Q}_{j+1}, \mathbf{K}_{j+1} \mid t_{j}, \mathbf{Q}_{j}, \mathbf{K}_{j}\right),  \tag{4.5}\\
& P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{\mathbf{0}} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right) \\
&=\int \cdots \int_{n-1} d \mathbf{Q}_{1} d \mathbf{K}_{1} \cdots d \mathbf{Q}_{n-1} d \mathbf{K}_{n-1} \\
& \quad \times \prod_{j=0}^{n-1} P_{\mathbf{H}}\left(t_{j+1}, \mathbf{Q}_{j}, \mathbf{K}_{j} \mid t_{j}, \mathbf{Q}_{j+1}, \mathbf{K}_{j+1}\right) . \tag{4.6}
\end{align*}
$$

According to (4.5) the propagation of probability in phase space is a Markoffian stochastic process ${ }^{3,8}$ which can be written as a continuous product of unitary transformations; from (3.11),

$$
\begin{align*}
& \rho_{s}(t, \mathbf{Q}, \mathbf{K}) \\
& =\lim _{n \rightarrow \infty} \int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} \cdots d \mathbf{Q}_{n-1} d \mathbf{K}_{n-1} \\
& \quad \times \prod_{j=0}^{n-1} P_{s}\left(t_{j+1}, \mathbf{Q}_{j+1}, \mathbf{K}_{j+1} \mid t_{j}, \mathbf{Q}_{i}, \mathbf{K}_{j}\right) \rho_{s}\left(t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) . \tag{4.7}
\end{align*}
$$

According to (3.40) the transformation from Heisenberg to Schrödinger pictures proceeds by the same process; in (4.7), $\rho_{s}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right)$ can be replaced by $\rho_{H}\left(\mathbf{Q}_{0}\right.$, $\mathbf{K}_{0}$ ). On the other hand, the inverse transformation from Schrödinger to Heisenberg pictures goes by way of (4.6); from (3.36),

$$
\begin{align*}
& A_{H}(t, \mathbf{Q}, \mathbf{K}) \\
& =\lim _{n \rightarrow \infty} \int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} \cdots d \mathbf{Q}_{n-1} d \mathbf{K}_{n-1} \\
& \quad \times \prod_{j=0}^{n-1} P_{H}\left(t_{j+1}, \mathbf{Q}_{j}, \mathbf{K}_{j} \mid t_{j}, \mathbf{Q}_{j+1}, \mathbf{K}_{j+1}\right) A_{s}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \tag{4.8}
\end{align*}
$$

Equations (4.7) and (4.8) appear as weighted averages over all paths in phase space connecting $\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right)$ at $t_{0}$ with ( $\mathbf{Q}, \mathbf{K}$ ) at $t$, analogous to the Feynman path integrals in configuration space. ${ }^{5}$ The weight attached to each path is the product of conditional probabilities for infinitesimal displacements

$$
\prod_{j=0}^{n-1} P_{s}\left(t_{j+1}, \mathbf{Q}_{j+1}, \mathbf{K}_{j+1} \mid t_{j}, \mathbf{Q}_{j}, \mathbf{K}_{j}\right)
$$

in (4.7), or

$$
\prod_{j=0}^{n-1} P_{H}\left(t_{j+1}, \mathbf{Q}_{j}, \mathbf{K}_{j} \mid t_{j}, \mathbf{Q}_{j+1}, \mathbf{K}_{j+1}\right)
$$

in (4.8). In the limit as $n \rightarrow \infty$, the largest time interval $t_{j+1}-t_{j}$ vanishes. Accordingly, in each factor only terms to first order in $t_{j+1}-t_{j}$ need be retained. From (3.23) and (3.30), to first order in $t_{j+1}-t_{j}$

$$
\begin{align*}
& P_{s}\left(t_{j+1}, \mathbf{Q}_{j+1}, \mathbf{K}_{j+1} \mid t_{j}, \mathbf{Q}_{j}, \mathbf{K}_{j}\right) \\
& =\exp \left[-(i / \hbar) \int_{t_{j}}^{t_{j+1}} d t^{\prime} \mathcal{C}_{s}\left(t^{\prime}, \mathbf{Q}_{j+1}, \mathbf{K}_{j+1}\right)\right] \\
& \times \delta\left(\mathbf{Q}_{j+1}-\mathbf{Q}_{j}\right) \delta\left(\mathbf{K}_{j+1}-\mathbf{K}_{j}\right), \\
& P_{H}\left(t_{j+1}, \mathbf{Q}_{j}, \mathbf{K}_{j} \mid t_{j}, \mathbf{Q}_{j+1}, \mathbf{K}_{j+1}\right)  \tag{4.9}\\
& =\exp \left[(i / \hbar) \int_{t_{j}}^{t_{j+1}} d t^{\prime} \mathcal{C}_{H}\left(t^{\prime}, \mathbf{Q}_{j+1}, \mathbf{K}_{j+1}\right)\right] \\
& \times \delta\left(\mathbf{Q}_{j+1}-\mathbf{Q}_{j}\right) \delta\left(\mathbf{K}_{j+1}-\mathbf{K}_{j}\right) .
\end{align*}
$$

[^103]In the classical limit, $\mathfrak{L}(t, \mathbf{Q}, \mathbf{K}) / \hbar$ remains finite in (3.23) and (3.30), as seen, for example, in (3.53). The corresponding phase in the Feynman path integrals in configuration space diverges along all paths except the classical dynamical path where the action is stationary. In the classical limit, $\mathfrak{L}(t, \mathbf{Q}, \mathbf{K}) / \hbar$ becomes the classical Poisson-bracket Liouville operator, which contains only first derivatives with respect to $\mathbf{Q}$ and $P=2 \pi \hbar \mathbf{K}$. Quantum effects arise from the higher-order derivatives in the quantum Liouville operators (3.20) and (3.28). According to (4.9), these effects persist, to first order in $t_{j+1}-t_{j}$, along the infinitesimal portion of the phase-space path between $\left(\mathbf{Q}_{j+1}, K_{j+1}\right)$ and $\left(\mathbf{Q}_{\mathbf{j}}, \mathbf{K}_{j}\right)$.

The proof of (3.51) follows from the need to retain only terms to first order in the infinitesimal time intervals, $t_{j+1}-t_{j}$. As Feynman has pointed out, contributions from higher-order terms vanish in the limit $n \rightarrow \infty$. From (4.8) and (4.9)

$$
\begin{align*}
& \partial A_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial \mathbf{Q} \\
& =\lim _{n \rightarrow \infty} \int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} \cdots d \mathbf{Q}_{n-1} d \mathbf{K}_{n-1}\left(\partial / \partial \mathbf{Q}_{n}\right) \\
& \quad \times \exp \left[(i / \hbar) \int_{t_{n-1}}^{t_{n}} d t^{\prime} \mathfrak{C}_{H}\left(t^{\prime}, \mathbf{Q}_{n}, \mathbf{K}_{n}\right)\right] \\
& \quad \times \delta\left(\mathbf{Q}_{n}-\mathbf{Q}_{n-1}\right) \delta\left(\mathbf{K}_{n}-\mathbf{K}_{n-1}\right) \\
& \quad \times \exp \left[(i / \hbar) \int_{t_{n-2}}^{t_{n-1}} d t^{\prime} \mathfrak{C}_{H}\left(t^{\prime}, \mathbf{Q}_{n-1}, \mathbf{K}_{n-1}\right)\right] \\
& \quad \times \delta\left(\mathbf{Q}_{n-1}-\mathbf{Q}_{n-2}\right) \delta\left(\mathbf{K}_{n-1}-\mathbf{K}_{n-2}\right) \cdots A_{\mathbf{s}}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) . \tag{4.10}
\end{align*}
$$

To first order in $t_{n}-t_{n-1}$,

$$
\begin{align*}
& \left(\partial / \partial \mathbf{Q}_{n}\right) \exp \left[(i / \hbar) \int_{t_{n-1}}^{t_{n}} d t^{\prime} \mathbf{C}_{\boldsymbol{H}}\left(t^{\prime}, \mathbf{Q}_{n}, \mathbf{K}_{n}\right)\right] \\
& \times \delta\left(\mathbf{Q}_{n}-\mathbf{Q}_{n-1}\right) \delta\left(\mathbf{K}_{n}-\mathbf{K}_{n-1}\right) \\
& =\exp \left[(i / \hbar) \int_{t_{n-1}}^{t_{n}} d t^{\prime} \mathbf{C}_{\mathbf{H}}\left(t^{\prime}, \mathbf{Q}_{n}, \mathbf{K}_{n}\right)\right]\left(\partial \partial \mathbf{Q}_{n}\right) \\
& \times \delta\left(\mathbf{Q}_{n}-\mathbf{Q}_{n-1}\right) \delta\left(\mathbf{K}_{n}-\mathbf{K}_{n-1}\right), \tag{4.11}
\end{align*}
$$

since differentiation of the exponential gives a factor $t_{n}-t_{n-1}$. Therefore, an integration by parts with respect to $\mathbf{Q}_{n-1}$, gives

$$
\begin{align*}
& \partial A_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial \mathbf{Q} \\
& =\lim _{n \rightarrow \infty} \int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} \cdots d \mathbf{Q}_{n-1} d \mathbf{K}_{n-1} \\
& \quad \times \exp \left[(i / \hbar) \int_{t_{n-1}}^{t_{n}} d t^{\prime} \mathcal{C}_{H}\left(t^{\prime}, \mathbf{Q}_{n}, \mathbf{K}_{n}\right)\right] \\
& \quad \times \delta\left(\mathbf{Q}_{n}-\mathbf{Q}_{n-1}\right) \delta\left(\mathbf{K}_{n}-\mathbf{K}_{n-1}\right)\left(\partial / \partial \mathbf{Q}_{n-1}\right) \\
& \quad \times \exp \left[(i / \hbar) \int_{t_{n-2}}^{t_{n-1}} d t^{\prime} \mathbf{C}_{H}\left(t^{\prime}, \mathbf{Q}_{n-1}, \mathbf{K}_{n-1}\right)\right] \\
& \quad \times \delta\left(\mathbf{Q}_{n-1}-\mathbf{Q}_{n-2}\right) \delta\left(\mathbf{K}_{n-1}-\mathbf{K}_{n-2}\right) \cdots A_{s}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \tag{4.12}
\end{align*}
$$

Repetition of this process moves the differential down the chain until $\left(\partial / \partial \mathbf{Q}_{0}\right) A_{8}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right)$ is produced at the right-hand end; (3.51) is proved.

## 5. COMMUTIVITY OF $\rho_{H}$ WITH q, AND FEYNMAN PATH INTEGRALS

A case of special interest arises when the density operator in Heisenberg picture $\rho_{H}=\rho_{s}\left(t_{0}\right)$ commutes with the coordinate operator $\mathbf{q}$. Since $\rho_{H}$ is independent of time, the commutativity is time independent. In this case, for any two eigenkets of $\mathbf{q},|\mathbf{Q}\rangle$ and $\left|Q^{\prime}\right\rangle$,

$$
\begin{equation*}
\left\langle\mathbf{Q}^{\prime}\right| \rho_{H} \mathbf{q}-\mathbf{q} \rho_{H}|\mathbf{Q}\rangle=\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right)\left\langle\mathbf{Q}^{\prime}\right| \rho_{H}|\mathbf{Q}\rangle=0 \tag{5.1}
\end{equation*}
$$

Therefore, the matrix elements of $\rho_{H}$ have the form

$$
\begin{equation*}
\left\langle\mathbf{Q}^{\prime}\right| \rho_{H}|\mathbf{Q}\rangle=\rho_{H}(\mathbf{Q}) \delta\left(\mathbf{Q}^{\prime}-\mathbf{Q}\right) \tag{5.2}
\end{equation*}
$$

so that

$$
\begin{align*}
\rho_{H} & =\int \cdots \int d \mathbf{Q} d \mathbf{Q}^{\prime}\left|\mathbf{Q}^{\prime}\right\rangle \rho_{H}(\mathbf{Q}) \delta\left(\mathbf{Q}^{\prime}-\mathbf{Q}\right)\langle\mathbf{Q}| \\
& =\int d \mathbf{Q}|\mathbf{Q}\rangle \rho_{H}(\mathbf{Q})\langle\mathbf{Q}| \\
& =\int d \mathbf{Q} \rho_{H}(\mathbf{Q}) \delta(\mathbf{q}-\mathbf{Q}) \tag{5.3}
\end{align*}
$$

$\rho_{H}$ is a function of the operator $\mathbf{q}$ only. According to (2.8),

$$
\rho_{H}=\int \cdots \int d \mathbf{Q} d \mathbf{K} \rho_{H}(\mathbf{Q}) \Delta(\mathbf{Q}, \mathbf{K})
$$

so that $\rho_{H}(\mathbf{Q})$ is the Weyl transform of $\rho_{H}$ when $\rho_{H}$ commutes with $\mathbf{q}$. According to (5.2), $\rho_{H}(\mathbf{Q})$ is an eigenvalue of $\rho_{H}$,

$$
\begin{equation*}
\rho_{H}|\mathbf{Q}\rangle=\int d \mathbf{Q}^{\prime}\left|\mathbf{Q}^{\prime}\right\rangle\left\langle\mathbf{Q}^{\prime}\right| \rho_{H}|\mathbf{Q}\rangle=\rho_{H}(\mathbf{Q})|\mathbf{Q}\rangle \tag{5.4}
\end{equation*}
$$

so that the spectrum of $\rho_{H}$ is continuous. Since $\rho_{H}$ is a function of $q$ only, the inverse Weyl transformation (2.2) gives

$$
\begin{equation*}
\rho_{H}(\mathbf{Q})=\operatorname{Tr}\left[\rho_{H} \Delta(\mathbf{Q}, \mathbf{K})\right]=\operatorname{Tr}\left[\rho_{H} \delta(\mathbf{q}-\mathbf{Q})\right] . \tag{5.5}
\end{equation*}
$$

By definition, the last equality,

$$
\begin{equation*}
\operatorname{Tr}\left[\rho_{H} \delta(\mathbf{q}-\mathbf{Q})\right] \equiv \int d \mathbf{Q}^{\prime}\left\langle\mathbf{Q}^{\prime}\right| \rho_{H}|\mathbf{Q}\rangle \tag{5.6}
\end{equation*}
$$

since in the continuous spectrum only the diagonal matrix element $\mathbf{Q}^{\prime}=\mathbf{Q}$ contributes to the trace, because of the $\delta$-function singularity of the matrix elements (5.2).

For any operator $A$, the Weyl transform gives, with (2.5),

$$
\begin{align*}
& A=\int \cdots \int d \mathbf{Q} d \mathbf{K} A(\mathbf{Q}, \mathbf{K}) \\
& \quad \times \int d \mathbf{v} \exp (2 \pi i \mathbf{v} \cdot \mathbf{K})\left|\mathbf{Q}+\frac{1}{2} \mathbf{v}\right\rangle\left\langle\mathbf{Q}-\frac{1}{2} \mathbf{v}\right| \\
& =\int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{Q}^{\prime \prime} d \mathbf{K} A\left[\frac{1}{2}\left(\mathbf{Q}^{\prime}+\mathbf{Q}^{\prime \prime}\right), \mathbf{K}\right] \\
& \quad \times \exp \left[2 \pi i \mathbf{K} \cdot\left(\mathbf{Q}^{\prime}-\mathbf{Q}^{\prime \prime}\right)\right]\left|\mathbf{Q}^{\prime}\right\rangle\left\langle\mathbf{Q}^{\prime \prime}\right| \\
& =\int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{Q}^{\prime \prime}\left|\mathbf{Q}^{\prime}\right\rangle\left\langle\mathbf{Q}^{\prime \prime}\right| A\left[\frac{1}{2}\left(\mathbf{Q}^{\prime}+\mathbf{Q}^{\prime \prime}\right),\right. \\
& \left.\quad(i / 2 \pi)\left(\partial / \partial \mathbf{Q}^{\prime \prime}\right)\right] \delta\left(\mathbf{Q}^{\prime \prime}-\mathbf{Q}^{\prime}\right) . \tag{5.7}
\end{align*}
$$

If $A$ commutes with $\mathbf{q}$, its Weyl transform is $A(\mathbf{Q})$, so that (5.7) gives

$$
\begin{align*}
A= & \int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{Q}^{\prime \prime} \mid \mathbf{Q}^{\prime} \backslash\left\langle\mathbf{Q}^{\prime \prime}\right| \\
& \times A\left[\frac{1}{2}\left(\mathbf{Q}^{\prime}+\mathbf{Q}^{\prime \prime}\right)\right] \delta\left(\mathbf{Q}^{\prime \prime}-\mathbf{Q}^{\prime}\right) \\
& =\int d \mathbf{Q}|\mathbf{Q}\rangle A(\mathbf{Q})\langle\mathbf{Q}| . \tag{5.8}
\end{align*}
$$

If $A$ commutes with $\mathbf{k}$, its Weyl transform is $A(\mathbf{K})$, so that (5.7) gives

$$
\begin{align*}
A & =\int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{Q}^{\prime \prime}\left|\mathbf{Q}^{\prime}\right\rangle\left\langle\mathbf{Q}^{\prime \prime}\right| \\
& \times A\left[(i / 2 \pi)\left(\partial / \partial \mathbf{Q}^{\prime \prime}\right)\right] \delta\left(\mathbf{Q}^{\prime \prime}-\mathbf{Q}^{\prime}\right) \\
& =\int d \mathbf{Q}|\mathbf{Q}\rangle A[(1 / 2 \pi i)(\partial / \partial \mathbf{Q})] \mathbf{Q} \mid \tag{5.9}
\end{align*}
$$

Equation (5.3) is a special case of (5.8) where the operator $A$ which commutes with $\mathbf{q}$ is $\rho_{I I}$. Just as $\rho_{H}(\mathbf{Q})$, the Weyl transform of $\rho_{H}$, is given by (5.5), so in general, if $A$ commutes with $\mathbf{q}$, its Weyl transform is

$$
\begin{equation*}
A(\mathbf{Q})=\operatorname{Tr}[A \delta(\mathbf{q}-\mathbf{Q})] . \tag{5.10}
\end{equation*}
$$

Equations (5.8) and (5.10) are the Weyl transformation and the inverse transformation for any operator which commutes with $\mathbf{q}$.

As shown in (5.3), if $\rho_{H}$ commutes with $\mathbf{q}$, then, in general, it is a mixture of pure coordinate states $|\mathbf{Q}\rangle\langle\mathbf{Q}|$ with weights $\rho_{H}(\mathbf{Q})$. The weights are nonnegative, and they are normalized to unity, since

$$
\begin{equation*}
\int d \mathbf{Q} \rho_{H}(\mathbf{Q})=\int d \mathbf{Q} \operatorname{Tr}\left[\rho_{H} \delta(\mathbf{q}-\mathbf{Q})\right]=\operatorname{Tr} \rho_{H}=1 \tag{5.11}
\end{equation*}
$$

In this case, according to (3.38), the expectation at time $t$ of any observable $A(t)$ is

$$
\begin{equation*}
\langle A(t)\rangle=\int d \mathbf{Q} \mathcal{A}(t, \mathbf{Q}) \rho_{H}(\mathbf{Q}) \tag{5.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{A}(t, \mathbf{Q}) \equiv \int d \mathbf{K} A_{H}(t, \mathbf{Q}, \mathbf{K}) \tag{5.13}
\end{equation*}
$$

In a Heisenberg pure state for which $\rho_{H}=\delta\left(\boldsymbol{q}-\mathbf{Q}^{\prime}\right)$, $\rho_{H}(\mathbf{Q})$ equals $\delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right)$, and $\langle A(t)\rangle=\mathcal{A}\left(t, \mathbf{Q}^{\prime}\right)$. $\mathcal{A}(t, \mathbf{Q})$ is, therefore, the expectation at time $t$ of the dynamical property of the system in the pure state $\rho_{H}=\delta(\mathbf{q}-\mathbf{Q})$. From (2.8), (3.36), and (3.12),

$$
\begin{align*}
\mathcal{A}(t, \mathbf{Q})= & \operatorname{Tr}\left[A_{H}(t) \delta(\mathbf{q}-\mathbf{Q})\right] \\
= & \int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} A_{s}\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \\
& \quad \times \int d \mathbf{K} P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right) \\
= & \langle\mathbf{Q}| U^{\dagger}\left(t, t_{0}\right) A_{s}(t) U\left(t, t_{0}\right)|\mathbf{Q}\rangle . \tag{5.14}
\end{align*}
$$

If $A_{s}(t)$ commutes with $\mathbf{q}$, then according to (5.8),

$$
\begin{equation*}
\left.\mathcal{A}(t, \mathbf{Q})=\int d \mathbf{Q}_{0} A_{s}\left(t, \mathbf{Q}_{0}\right)\left|\left\langle\mathbf{Q}_{0}\right| U\left(t, t_{0}\right)\right| \mathbf{Q}\right\rangle\left.\right|^{2} \tag{5.15}
\end{equation*}
$$

If $A_{s}(t)$ commutes with $\mathbf{k}$, then according to (5.9),

$$
\begin{align*}
\mathscr{A}(t, \mathbf{Q}) & =\int d \mathbf{Q}_{0}\langle\mathbf{Q}| U^{\dagger}\left(t, t_{0}\right)\left|\mathbf{Q}_{0}\right\rangle \\
& \times A_{s}\left[t,(1 / 2 \pi i)\left(\partial / \partial \mathbf{Q}_{0}\right)\right]\left\langle\mathbf{Q}_{0}\right| u\left(t, t_{0}\right)|\mathbf{Q}\rangle . \tag{5.16}
\end{align*}
$$

Consider the case to which (5.15) applies, when $A_{s}(t)$ commutes with q. According to (5.12), if $\rho_{H}$ also commutes with $\mathbf{q}$, then

$$
\begin{align*}
\langle A(t)\rangle= & \int \cdots \int d \mathbf{Q}_{0} d \mathbf{Q} A_{s}\left(t, \mathbf{Q}_{0}\right) \\
& \left.\times\left|\left\langle\mathbf{Q}_{0}\right| U\left(t, t_{0}\right)\right| \mathbf{Q}\right\rangle\left.\right|^{2} \rho_{s}\left(t_{0}, \mathbf{Q}\right) \\
= & \int d \mathbf{Q} A_{s}(t, \mathbf{Q}) \rho_{s}(t, \mathbf{Q}), \tag{5.17}
\end{align*}
$$

where

$$
\begin{align*}
\rho_{s}(t, \mathbf{Q}) & \left.=\int d \mathbf{Q}_{0}\left|\langle\mathbf{Q}| U\left(t, t_{0}\right)\right| \mathbf{Q}_{0}\right\rangle\left.\right|^{2} \rho_{s}\left(t_{0}, \mathbf{Q}_{0}\right) \\
& =\operatorname{Tr}\left[\rho_{s}(t) \delta(\mathbf{q}-\mathbf{Q})\right] \tag{5.18}
\end{align*}
$$

the reduced Wigner distribution function for configuration space. Comparison with (3.11) shows that if the probability of $\mathbf{Q}$ at $t$ conditional on $\mathbf{Q}_{0}$ at $t_{0}$ is defined by

$$
\begin{align*}
& P\left(t, \mathbf{Q} \mid t_{0}, \mathbf{Q}_{0}\right) \\
& \quad \equiv \int \cdots \int d \mathbf{K} d \mathbf{K}_{0} P\left(t, \mathbf{Q}, \mathbf{K} \mid t_{0}, \mathbf{Q}_{0}, \mathbf{K}_{0}\right) \tag{5.19}
\end{align*}
$$

then $P\left(t, \mathbf{Q} \mid t_{0}, \mathbf{Q}_{0}\right)$ is the nonnegative quantity in (5.18),

$$
\begin{equation*}
\left.P\left(t, \mathbf{Q} \mid t_{0}, \mathbf{Q}_{0}\right)=\left|\langle\mathbf{Q}| U\left(t, t_{0}\right)\right| \mathbf{Q}_{0}\right\rangle\left.\right|^{2} \tag{5.20}
\end{equation*}
$$

This is the transition probability considered by Feynman. ${ }^{5}$
The probability amplitude $\langle\mathbf{Q}| U\left(t, t_{0}\right)\left|\mathrm{Q}_{0}\right\rangle$ can be exhibited as a Feynman path integral. From (4.1), with $t=t_{n}>t_{n-1}>\cdots t_{1}>t_{0}$, and $\mathbf{Q}_{n}=\mathbf{Q}$,
$\langle Q| U\left(t, t_{0}\right)\left|Q_{0}\right\rangle$

$$
\begin{align*}
= & \lim _{n \rightarrow \infty} \int \cdots \int d \mathbf{Q}_{1} \cdots d \mathbf{Q}_{n-1} \\
& \times \prod_{j=0}^{n-1}\left\langle\mathbf{Q}_{i+1}\right| U_{s}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{j}\right\rangle . \tag{5.21}
\end{align*}
$$

Now,

$$
\begin{align*}
& \left\langle\mathbf{Q}_{j+1}\right| U_{s}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{j}\right\rangle \\
& \quad=\left\langle\mathbf{Q}_{j}\right| \exp \left[2 \pi i \mathbf{k} \cdot\left(\mathbf{Q}_{j+1}-\mathbf{Q}_{j}\right)\right] U_{s}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{j}\right\rangle \\
& \quad=\left\langle\mathbf{Q}_{j}\right| \exp \left\{(i / \hbar) \int_{t_{j}}^{t_{j+1}} d t^{\prime} L_{s}\left[t^{\prime}, \mathbf{Q}_{j}\left(t^{\prime}\right)\right]\right\}\left|\mathbf{Q}_{j}\right\rangle, \tag{5.22}
\end{align*}
$$

to first order in $t_{i+1}-t_{j}$, where the quantummechanical Lagrangian operator is defined as

$$
\begin{equation*}
L_{s}\left[t, \dot{Q}_{j}(t)\right] \equiv 2 \pi \hbar \mathbf{k} \cdot \mathbf{Q}_{j}(t)-H_{s}(t) \tag{5.23}
\end{equation*}
$$

with

$$
\begin{equation*}
\dot{\mathbf{Q}}_{j}\left(t_{j}\right) \equiv\left(\mathbf{Q}_{j+1}-\mathbf{Q}_{j}\right) /\left(t_{j+1}-t_{j}\right) \tag{5.24}
\end{equation*}
$$

The matrix element (5.22) can be evaluated by the use of Weyl transforms. To first order in $t_{j+1}-t_{j}$,

$$
U_{s}\left(t_{j+1}, t_{j}\right)=1-(i / h)\left(t_{j+1}-t_{j}\right) H_{s}\left(t_{j}\right),
$$

with Weyl transform,

$$
\begin{aligned}
& 1-(i / \hbar)\left(t_{j+1}-t_{j}\right) H_{s}\left(t_{j} \mathbf{Q}, \mathbf{K}\right) \\
& \quad=\exp \left[-(i / \hbar) \int_{t_{j}}^{t_{j+1}} d t^{\prime} H_{s}\left(t^{\prime}, \mathbf{Q}, \mathbf{K}\right)\right]
\end{aligned}
$$

Accordingly, to first order in $t_{j+1}-t_{j}$, from (2.6),

$$
\begin{align*}
& \left\langle\mathbf{Q}_{j+1}\right| U_{s}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{j}\right\rangle \\
& =\int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime}\left\langle\mathbf{Q}_{j+1}\right| \Delta\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)\left|\mathbf{Q}_{j}\right\rangle \\
& \quad \times \exp \left[-(i / \hbar) \int_{t_{j}}^{t_{j+1}} d t^{\prime} H_{s}\left(t, \mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)\right. \\
& =\int d \mathbf{K} \exp \left\{\begin{array}{l}
\left.-(i / \hbar) \int_{t_{j}}^{t_{j+1}} d t^{\prime} H_{s}\left[t^{\prime}, \frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right), \mathbf{K}\right]\right\} \\
\quad \times \exp \left[2 \pi i \mathbf{K} \cdot\left(\mathbf{Q}_{j+1}-\mathbf{Q}_{j}\right)\right] . \quad(5.25)
\end{array}\right.
\end{align*}
$$

The result of the integration on $\mathbf{K}$ will be a function of $\frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{i+1}\right)$ and $\dot{\mathbf{Q}}_{j}\left(t_{j}\right)$. It is Feynman's postulate ${ }^{5}$ that this function has the form

$$
\begin{align*}
& \left\langle\mathbf{Q}_{j+1}\right| U_{s}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{j}\right\rangle \\
& \quad=\alpha^{-1} \exp \left\{(i / \hbar) \int_{t}^{t_{j+1}} d t^{\prime} L_{s}\left[t^{\prime}, \mathbf{Q}_{j}\left(t^{\prime}\right), \frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right)\right]\right\} \tag{5.26}
\end{align*}
$$

where $\alpha$ is a constant, and $L_{d}\left(t, \dot{\mathbf{Q}}_{j}, \mathbf{Q}_{j}\right)$ is the

Lagrangian for the classical path joining $\mathbf{Q}_{\boldsymbol{j}}$ at $\boldsymbol{t} \boldsymbol{f}$, to $\mathbf{Q}_{j+1}$ at $t_{j+1}$. The postulated form is readily obtained if the Hamiltonian is quadratic in $K$. For example, if

$$
\begin{equation*}
H_{s}=(2 \pi \hbar \mathbf{k})^{2} / 2 m+V_{s}(\mathbf{q}), \tag{5.27}
\end{equation*}
$$

for a particle of mass $m$ and potential energy $V_{s}(q)$, so that, from (2.5),

$$
\begin{aligned}
H_{s}(\mathbf{Q}, \mathbf{K})= & \exp [(i / 4 \pi)(\partial / \partial \mathbf{Q}) \cdot(\partial / \partial \mathbf{K}] \\
& \times\langle\mathbf{K} \mid \mathbf{Q}\rangle\langle\mathbf{Q}| H_{s}|\mathbf{K}\rangle \\
= & (2 \pi \hbar \mathbf{K})^{2} / 2 m+V_{s}(\mathbf{Q})
\end{aligned}
$$

then, from (5.25), to first order in $\Delta t=t_{j+1}-\dot{t_{j}}$,

$$
\begin{align*}
& \left\langle\mathbf{Q}_{j+1}\right| U_{s}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{i}\right\rangle \\
& =\exp \left\{-(i / \hbar) V_{s}\left[\frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right)\right] \Delta t\right\} \\
& \quad \times \int d \mathbf{K} \exp \left\{( i / \hbar ) \left[2 \pi \hbar \mathbf{K} \cdot\left(\mathbf{Q}_{j+1}-\mathbf{Q}_{j}\right)\right.\right. \\
& \left.\left.\quad-(2 \pi \hbar \mathbf{K})^{2} \Delta t / 2 m\right]\right\} \\
& =(m / i 2 \pi \hbar \Delta t)^{\frac{3}{2}} \exp \left\{( i / \hbar ) L _ { s } \left[\mathbf{Q}_{j}\left(t_{j}\right)\right.\right. \\
& \left.\left.\quad \frac{1}{2}\left(\mathbf{Q}_{i}+\mathbf{Q}_{j+1}\right)\right] \Delta t\right\}, \tag{5.28}
\end{align*}
$$

where the Lagrangian is

$$
\begin{align*}
L_{s}\left[\mathbf{Q}_{j}\left(t_{j}\right)\right. & \left., \frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right)\right] \\
& =(m / 2) \mathbf{Q}_{j}^{2}\left(t_{j}\right)-V_{s}\left[\frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right)\right], \tag{5.29}
\end{align*}
$$

in agreement with Feynman. ${ }^{9}$
On the other hand, in (5.15) and (5.16), the relevant amplitude is $\left\langle\mathbf{Q}_{0}\right| U\left(t, t_{0}\right)|\mathbf{Q}\rangle$, not $\langle\mathbf{Q}| U\left(t, t_{0}\right)|\mathbf{Q}\rangle$. $\left\langle\mathbf{Q}_{0}\right| U\left(t, t_{0}\right)|\mathbf{Q}\rangle$ can also be exhibited as a Feynman path integral. From (4.2), with

$$
t=t_{n}>t_{n-1}>\cdots t_{1}>t_{0}
$$

and

$$
\mathbf{Q}_{n}=\mathbf{Q}
$$

$\left\langle\mathbf{Q}_{0}\right| U\left(t, t_{0}\right)|\mathbf{Q}\rangle$

$$
=\lim _{n \rightarrow \infty} \int \cdots \int d \mathbf{Q}_{1} \cdots d \mathbf{Q}_{n-1}
$$

$$
\begin{equation*}
\times \prod_{j=0}^{n-1}\left\langle\mathbf{Q}_{j}\right| U_{H}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{j+1}\right\rangle \tag{5.30}
\end{equation*}
$$

$$
=\lim _{n \rightarrow \infty} \int \cdots \int d \mathbf{Q}_{1} \cdots d \mathbf{Q}_{n-1} \prod_{j=0}^{n-1}\left\langle\mathbf{Q}_{j}\right|
$$

$$
\begin{equation*}
\times \exp \left\{(i / \hbar) \int_{t,}^{t_{j+1}} d t^{\prime} L_{H}\left[t^{\prime}, \dot{Q}_{5}^{-}\left(t^{\prime}\right)\right]\right\}\left|\mathbf{Q}_{j}\right\rangle \tag{5.31}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{H}\left(t, \dot{Q}_{j}^{-}(t) \equiv 2 \pi \hbar \mathbf{k} \cdot \dot{Q}_{j}^{-}(t)-H_{H}(t)\right. \tag{5.32}
\end{equation*}
$$

with
$\mathbf{Q}_{j}^{-}\left(t_{j}\right) \equiv\left(\mathbf{Q}_{j}-\mathbf{Q}_{j+1}\right) /\left(t_{j+1}-t_{j}\right)=-\mathbf{Q}_{j}\left(t_{j}\right)$.
Evaluation of the matrix element

$$
\left\langle\mathbf{Q}_{j}\right| U_{H}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{j+1}\right\rangle
$$

[^104]by means of Weyl transforms gives, to first order in $t_{j+1}-t_{j}$,
\[

$$
\begin{align*}
& \left\langle\mathbf{Q}_{j}\right| U_{H I}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{j+1}\right\rangle \\
& =\int d \mathbf{K} \exp \left\{-(i / \hbar) \int_{t_{j}}^{t_{j+1}} d t^{\prime} H_{H}\left[t^{\prime}, \frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right), \mathbf{K}\right]\right\} \\
& \quad \times \exp \left[2 \pi i \mathbf{K} \cdot\left(\mathbf{Q}_{j}-\mathbf{Q}_{j+1}\right)\right] . \tag{5.34}
\end{align*}
$$
\]

The result of integration on $K$ is a function of $\frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{i+1}\right)$ and $\mathbf{Q}_{j}^{-}\left(t_{j}\right)$. Feynman's postulate (5.26) may be modified to require that this function take the form

$$
\begin{align*}
& \left\langle\mathbf{Q}_{j}\right| U_{H}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{j+1}\right\rangle \\
& =\alpha^{-1} \exp \left\{(i / \hbar) \int_{t_{j}}^{t_{j+1}} d t^{\prime} L_{H}\left[t^{\prime}, \dot{\mathbf{Q}}_{j}^{-}\left(t^{\prime}\right), \frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right)\right]\right\} . \tag{5.35}
\end{align*}
$$

If the Hamiltonian is time independent, then $H_{H}=$ $H_{s}=H$, and (5.25) gives

$$
\begin{aligned}
& \left\langle\mathbf{Q}_{j+1}\right| U_{s}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{i}\right\rangle \\
& =\int d \mathbf{K} \exp \left\{-(i / \hbar)\left(t_{j+1}-t_{j}\right) H\left[\frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right), \mathbf{K}\right]\right. \\
& \left.\quad+2 \pi i \mathbf{K} \cdot\left(\mathbf{Q}_{j+1}-\mathbf{Q}_{j}\right)\right\},
\end{aligned}
$$

while (5.34) gives
$\left\langle\mathbf{Q}_{j}\right| U_{H}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{j+1}\right\rangle$

$$
\begin{array}{r}
=\int d \mathbf{K} \exp \left\{-(i / \hbar)\left(t_{j+1}-t_{j}\right) H\left[\frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right),-\mathbf{K}\right]\right. \\
\left.+2 \pi i \mathbf{K} \cdot\left(\mathbf{Q}_{j+1}-\mathbf{Q}_{j}\right)\right\}
\end{array}
$$

When $H(\mathbf{Q}, \mathbf{K})$ is an even function of $\mathbf{K}$ these two matrix elements are equal, and
$L_{H}\left[\dot{\mathbf{Q}}_{j}^{-}(t), \frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right)\right]=L_{s}\left[\dot{Q}_{j}(t), \frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right)\right]$.
This is the case in the example of (5.27) for which, with $\Delta t=t_{j+1}-t_{j}$,

$$
\begin{align*}
& \left\langle\mathbf{Q}_{j}\right| U_{H}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{j+1}\right\rangle \\
& =(m / i 2 \pi \hbar \Delta t)^{\frac{3}{2}} \\
& \quad \times \exp \left\{(i / \hbar) L_{H}\left[\dot{\mathbf{Q}}_{j}^{-}\left(t_{j}\right), \frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right)\right] \Delta t\right\}, \tag{5.36}
\end{align*}
$$

where

$$
\begin{align*}
& L_{H}\left[\dot{\mathbf{Q}}_{j}^{-}\left(t_{j}\right), \frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right)\right] \\
& \quad=(m / 2)\left(\dot{\mathbf{Q}}_{j}^{-}\right)^{2}\left(t_{j}\right)-V_{s}\left[\frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right)\right] \tag{5.37}
\end{align*}
$$

equal to $L_{s}\left[\mathbf{Q}_{j}\left(t_{j}\right), \frac{1}{2}\left(\mathbf{Q}_{j}+\mathbf{Q}_{j+1}\right)\right]$ in (5.29).
Return now to the expression for $\mathcal{A}(t, \mathbf{Q})$ in (5.16), the case in which $A_{s}(t)$ commutes with $\mathbf{k}$. From
(5.30) and (5.34),

$$
\begin{aligned}
& A_{s}\left[t,(1 / 2 \pi i)\left(\partial / \partial \mathbf{Q}_{0}\right)\right]\left\langle\mathbf{Q}_{0}\right| U\left(t, t_{0}\right)|\mathbf{Q}\rangle \\
& =\lim _{n \rightarrow \infty} \int \cdots \int d \mathbf{Q}_{1} \cdots d \mathbf{Q}_{n-1} \prod_{j=1}^{n-1}\left\langle\mathbf{Q}_{j}\right| U_{H}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{j+1}\right\rangle \\
& \quad \times A_{s}\left[t,(1 / 2 \pi i)\left(\partial / \partial \mathbf{Q}_{0}\right)\right] \int d \mathbf{K} \\
& \quad \times \exp \left\{-(i / \hbar) \int_{t_{0}}^{t_{1}} d t^{\prime} H_{H}\left[t^{\prime}, \frac{1}{2}\left(\mathbf{Q}_{0}+\mathbf{Q}_{1}\right), \mathbf{K}\right]\right. \\
& \left.\quad+2 \pi i \mathbf{K} \cdot\left(\mathbf{Q}_{0}-\mathbf{Q}_{1}\right)\right\}=\lim _{n \rightarrow \infty} \int \cdots \int d \mathbf{Q}_{1} \cdots d \mathbf{Q}_{n-1} \\
& \quad \times \prod_{j=1}^{n-1}\left\langle\mathbf{Q}_{j}\right| U_{H}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{j+1}\right\rangle \\
& \quad \times A_{s}\left\{t,\left[2 \pi i\left(t_{1}-t_{0}\right)\right]^{-1} \partial / \partial \dot{\mathbf{Q}}_{0}^{-}\left(t_{0}\right)\right\} \\
& \quad \times \int d \mathbf{K} \exp \left[-(i / \hbar) \int_{t_{0}}^{t_{1}} d t^{\prime}\left\{H_{H}\left[t^{\prime}, \frac{1}{2}\left(\mathbf{Q}_{0}+\mathbf{Q}_{1}\right), \mathbf{K}\right]\right.\right. \\
& \quad-2 \pi \hbar \mathbf{K} \cdot \dot{\mathbf{Q}}_{0}^{\left.\left.-\left(t^{\prime}\right)\right\}\right]} .
\end{aligned}
$$

According to the modified Feynman postulate (5.35), the last $\mathbf{K}$ integration can be expressed in terms of the Lagrangian $L_{H}$, so that

$$
\begin{aligned}
& A_{s}\left[t,(1 / 2 \pi i)\left(\partial / \partial \mathbf{Q}_{0}\right)\right]\left\langle\mathbf{Q}_{0}\right| U\left(t, t_{0}\right)|\mathbf{Q}\rangle \\
& =\lim _{n \rightarrow \infty} \int \cdots \int d \mathbf{Q}_{1} \cdots d \mathbf{Q}_{n-1} \prod_{j=1}^{n-1}\left\langle\mathbf{Q}_{j}\right| U_{H}\left(t_{j+1}, t_{j}\right)\left|\mathbf{Q}_{j+1}\right\rangle \\
& \quad \times A_{s}\left\langle t,(1 / 2 \pi \hbar) \partial L_{H}\left[t_{0}, \dot{\mathbf{Q}}_{0}^{-}\left(t_{0}\right), \mathbf{Q}_{0}\right] / \partial \dot{\mathbf{Q}}_{0}^{-}\left(t_{0}\right)\right\} \\
& \quad \times\left\langle\mathbf{Q}_{0}\right| U_{H}\left(t_{1}, t_{0}\right)\left|\mathbf{Q}_{1}\right\rangle .
\end{aligned}
$$

$\mathcal{A}(t, \mathbf{Q})$ in (5.16) therefore becomes

$$
\begin{align*}
& \mathcal{A}(t, \mathbf{Q})=\int d \mathbf{Q}_{0} P\left(t, \mathbf{Q}_{0}\left(t_{0}, \mathbf{Q}\right)\right. \\
& \quad \times A_{s}\left\{t,(1 / 2 \pi \hbar) \partial L_{H}\left(t_{0}, \cdot \overline{0}\left(t_{0}\right), \mathbf{Q}_{0}\right] / \partial \dot{\mathbf{Q}}_{\mathbf{0}}^{-}\left(t_{0}\right)\right\}, \tag{5.38}
\end{align*}
$$

with

$$
\left.P\left(t, \mathbf{Q}_{0} \mid t_{0}, \mathbf{Q}\right)=\left|\left\langle\mathbf{Q}_{0}\right| U\left(t, t_{0}\right)\right| \mathbf{Q}\right\rangle\left.\right|^{2} .
$$

According to (5.15), if $A_{s}(t)$ commutes with $\mathbf{q}$, then

$$
\begin{equation*}
\mathcal{A}(t, \mathbf{Q})=\int d \mathbf{Q}_{0} P\left(t, \mathbf{Q}_{0} \mid t_{0}, \mathbf{Q}\right) A_{s}\left(t, \mathbf{Q}_{0}\right) \tag{5.39}
\end{equation*}
$$

In the example of (5.27) for which the Lagrangian $L_{H}$ is given in (5.37),

$$
\begin{align*}
\mathcal{A}(t, \mathbf{Q})=\int d \mathbf{Q}_{0} P\left(t, \mathbf{Q}_{0}\right. & \left.\mid t_{0}: \mathbf{Q}\right) \\
& \times A_{s}\left[t, m \dot{\mathbf{Q}}_{0}^{-}\left(t_{0}\right) / 2 \pi \hbar\right] \tag{5.40}
\end{align*}
$$

according to (5.38) when $A_{s}(t)$ commutes with $\mathbf{k}$. For the momentum operator $\mathbf{p}=2 \pi \hbar \mathbf{k}, \mathcal{A}(t, \mathbf{Q})$ becomes $\mathscr{T}(t, \mathbf{Q})$, where

$$
\begin{align*}
\mathscr{S}(t, \mathbf{Q}) & \equiv \int d \mathbf{K} 2 \pi \hbar \mathbf{K}_{H}(t, \mathbf{Q}, \mathbf{K}) \\
& =\int d \mathbf{Q}_{0} P\left(t, \mathbf{Q}_{0} \mid t_{0}, \mathbf{Q}\right) m \dot{\mathbf{Q}}_{0}^{-} \tag{5.41}
\end{align*}
$$

The first Hamiltonian equation (3.50) gives, in this example,

$$
\partial Q_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial t=\int_{\times P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right) 2 \pi \hbar \mathbf{K}_{0} / m} d \mathbf{Q}_{0} d \mathbf{K}_{0} .
$$

Therefore, with the definition

$$
\begin{gather*}
\mathcal{Q}(t, \mathbf{Q}) \equiv \int d \mathbf{K} \mathbf{Q}_{H}(t, \mathbf{Q}, \mathbf{K})  \tag{5.42}\\
\partial \mathfrak{Q}(t, \mathbf{Q}) / \partial t=\int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0}\left(2 \pi \hbar \mathbf{K}_{0} / m\right) \\
\times \int d \mathbf{K} P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right) \\
=\int d \mathbf{Q}_{0} P\left(t, \mathbf{Q}_{0} \mid t_{0}, \mathbf{Q}\right) \dot{\mathbf{Q}}_{0}^{-} \tag{5.43}
\end{gather*}
$$

according to (5.14), (5.16), and (5.40). According to (5.41),

$$
\begin{equation*}
\mathscr{T}(t, \mathbf{Q})=m \partial \mathcal{Q}(t, \mathbf{Q}) / \partial t . \tag{5.44}
\end{equation*}
$$

The second Hamiltonian equation (3.50) gives, in this example,

$$
\begin{align*}
\partial S(t, \mathbf{Q}) / \partial t= & -\int \cdots \int d \mathbf{Q}_{0} d \mathbf{K}_{0} \\
& \times \int d \mathbf{K} P\left(t, \mathbf{Q}_{0}, \mathbf{K}_{0} \mid t_{0}, \mathbf{Q}, \mathbf{K}\right) \partial V_{s}\left(\mathbf{Q}_{0}\right) / \partial \mathbf{Q}_{0} \\
= & -\int d \mathbf{Q}_{0} P\left(t, \mathbf{Q}_{0} \mid t_{0}, \mathbf{Q}\right) \partial V_{s}\left(\mathbf{Q}_{0}\right) / \partial \mathbf{Q}_{0} . \tag{5.45}
\end{align*}
$$

(5.44) and (5.45) give the quantum-mechanical form of Newton's second law,
$m \partial^{2} Q(t, \mathbf{Q}) / \partial t$
$=-\int d \mathbf{Q}_{0} P\left(t, \mathbf{Q}_{0} \mid t_{0}, \mathbf{Q}\right) \partial V_{s}\left(\mathbf{Q}_{0}\right) / \partial \mathbf{Q}_{\mathbf{0}}$
$=-\int d \mathbf{K} \partial V_{H}(t, \mathbf{Q}, \mathbf{K}) / \partial \mathbf{Q} \equiv-\partial \vartheta(t, \mathbf{Q}) / \partial \mathbf{Q}$.
It is clear from this example that the velocity of the system along a path in configuration space must be identified with $\dot{\mathbf{Q}}^{-(t)}$ in (5.33), and not with $\boldsymbol{Q}(t)$ in (5.24). Furthermore, the classical Lagrangian corresponds to the quantum operator $L_{H}\left[t, \dot{\mathbf{Q}}_{j}^{-}(t)\right]$ in (5.32), and not to the operator $L_{s}\left[t, \dot{\mathbf{Q}}_{j}(t)\right]$ of Feynman in (5.24).

## 6. OTHER COORDINATE SYSTEMS

The discussion in the previous section has been based on the case for which the density operator $\rho_{H}=\rho_{s}\left(t_{0}\right)$ commutes with the coordinate operator $\mathbf{q}$. The system is prepared initially in a state which is a mixture of pure coordinate states, as given in (5.3).
$\mathfrak{A}(t, \mathbf{Q})$ is the expectation at time $t$ of the dynamical property of the system initially in the pure state $\rho_{s}\left(t_{0}\right)=\delta(\mathbf{q}-\mathbf{Q})$. Generalization is readily made to other initial states. Suppose $\rho_{H}$ commutes with a complete commuting set ${ }^{10}$ of observables, $\mathbf{j} \equiv$ $\left\{j_{1}, j_{2} \cdots j_{N}\right\}$ with common eigenvectors $|\mathbf{J}\rangle$ specified by the set of eigenvalues $\mathbf{J}$, so that

$$
\begin{equation*}
\Sigma_{\mathbf{J}}|\mathbf{J}\rangle\langle\boldsymbol{J}| \equiv \Sigma_{\mathbf{J}} \delta(\mathbf{j}-\mathbf{J})=\mathbf{1} . \tag{6.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
\rho_{H}=\Sigma_{\mathbf{J}}|\mathbf{J}\rangle \rho_{H}(\mathbf{J})\langle\mathbf{J}|, \quad \rho_{H}(\mathbf{J})=\operatorname{Tr}\left[\rho_{H} \delta(\mathbf{j}-\mathbf{J})\right] . \tag{6.2}
\end{equation*}
$$

The expectation at time $t$ of an operator $A(t)$ is given by

$$
\begin{equation*}
\langle A(t)\rangle=\Sigma_{\mathbf{J}} \mathcal{A}(t, \mathbf{J}) \rho_{H}(\mathbf{J}) \tag{6.3}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{A}(t, \mathbf{J}) & =\operatorname{Tr}\left[A_{H}(t) \delta(\mathbf{j}-\mathbf{J})\right] \\
& =\langle\mathbf{J}| U^{\dagger}\left(t, t_{0}\right) A_{s}(t) U\left(t, t_{0}\right)|\mathbf{J}\rangle . \tag{6.4}
\end{align*}
$$

If $A_{s}(t)$ also commutes with the set of $\mathbf{j}$, then

$$
\begin{align*}
A_{s}(t) & =\Sigma_{\mathbf{J}}|\mathbf{J}\rangle A_{s}(t, \mathbf{J})\langle\mathbf{J}|, \\
A_{s}(t, \mathbf{J}) & =\operatorname{Tr}\left[A_{s}(t) \delta(\mathbf{j}-\mathbf{J})\right], \tag{6.5}
\end{align*}
$$

so that

$$
\begin{equation*}
\mathcal{A}(t, \mathbf{J})=\Sigma_{\mathbf{J}_{0}} A_{s}\left(t, \mathbf{J}_{0}\right) P\left(t, \mathbf{J}_{0} \mid t_{0}, \mathbf{J}\right) \tag{6.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.P\left(t, \mathbf{J}_{0} \mid t_{0}, \mathbf{J}\right)=\left|\left\langle\mathbf{J}_{0}\right| U\left(t, t_{0}\right)\right| \mathbf{J}\right\rangle\left.\right|^{2} \tag{6.7}
\end{equation*}
$$

the probability of $\mathrm{J}_{0}$ at $t$ conditional on J at $t_{0}$. The probability amplitude can be written as a Feynmann path integral,

$$
\begin{align*}
& \left\langle\mathbf{J}_{0}\right| U\left(t, t_{0}\right)|\mathbf{J}\rangle \\
& \quad=\lim _{n \rightarrow \infty} \Sigma_{\mathbf{J}_{1}} \cdots \Sigma_{\mathbf{J}_{n-1}} \prod_{i=0}^{n-1}\left\langle\mathbf{J}_{i}\right| U_{H}\left(t_{i+1}, t_{i}\right)\left|\mathbf{J}_{i+1}\right\rangle . \tag{6.8}
\end{align*}
$$

For example, if $\rho_{H}$ commutes with the momentum operator $\mathbf{k}$, then

$$
\begin{align*}
\mathcal{A}(t, \mathbf{K}) & \equiv \operatorname{Tr}\left[A_{H}(t) \delta(\mathbf{k}-\mathbf{K})\right]=\int d \mathbf{Q} A_{H}(t, \mathbf{Q}, \mathbf{K}) \\
& =\langle\mathbf{K}| U^{\dagger}\left(t, t_{0}\right) A_{s}(t) U\left(t, t_{0}\right)|\mathbf{K}\rangle, \tag{6.9}
\end{align*}
$$

corresponding to (6.4) and (5.14). In momentum representation, (5.15) and (5.16) become

$$
\mathcal{A}(t, \mathbf{K})=\int d \mathbf{K}_{0}\langle\mathbf{K}| U^{\dagger}\left(t, t_{0}\right)\left|\mathbf{K}_{0}\right\rangle A_{s}\left[t,(i / 2 \pi)\left(\partial / \partial \mathbf{K}_{0}\right)\right]
$$

$$
\times\left\langle\mathbf{K}_{0}\right| U\left(t, t_{0}\right)|\mathbf{K}\rangle, \quad \text { (6.10) }
$$

if $A_{s}(t)$ commutes with $\mathbf{q}$, and

$$
\begin{equation*}
\left.\mathcal{A}(t, \mathbf{K})=\int d \mathbf{K}_{0} A_{s}\left(t, \mathbf{K}_{0}\right)\left|\left\langle\mathbf{K}_{0}\right| U\left(t, t_{0}\right)\right| \mathbf{K}\right\rangle\left.\right|^{2} \tag{6.11}
\end{equation*}
$$

[^105]if $A_{s}(t)$ commutes with $\mathbf{k}$. The probability amplitude $\left\langle\mathbf{K}_{0}\right| U\left(t, t_{0}\right)|\mathbf{K}\rangle$ can be written as the Feynman path integral,
\[

$$
\begin{align*}
&\left\langle\mathbf{K}_{0}\right| U\left(t, t_{0}\right)|\mathbf{K}\rangle= \lim _{n \rightarrow \infty} \int \cdots \int d \mathbf{K}_{1} \cdots d \mathbf{K}_{n-1} \\
& \times \prod_{j=0}^{n-1}\left\langle\mathbf{K}_{j}\right| U_{H}\left(t_{j+1}, t_{j}\right)\left|\mathbf{K}_{j+1}\right\rangle  \tag{6.12}\\
&= \lim _{n \rightarrow \infty} \int \cdots \int d \mathbf{K}_{1} \cdots d \mathbf{K}_{n-1} \prod_{j=0}^{n-1}\left\langle\mathbf{K}_{j}\right| \exp \{-(i / \hbar) \\
&\left.\quad \times \int_{t_{j}}^{t_{j+1}} d t^{\prime}\left[H_{H}\left(t^{\prime}\right)+\mathbf{q} \cdot 2 \pi \hbar \dot{\mathbf{K}}_{j}^{-}\left(t^{\prime}\right)\right]| | \mathbf{K}_{j}\right\rangle, \tag{6.13}
\end{align*}
$$
\]

with

$$
\begin{equation*}
\dot{\mathbf{K}}_{j}^{-}\left(t_{j}\right) \equiv\left(\mathbf{K}_{j}-\mathbf{K}_{j+1}\right) /\left(t_{j+1}-t_{j}\right) . \tag{6.14}
\end{equation*}
$$

Evaluation with the use of Weyl transforms gives, to first order in $t_{j+1}-t_{j}$,

$$
\begin{align*}
& \left\langle\mathbf{K}_{j}\right| U_{H}\left(t_{j+1}, t_{j}\right)\left|\mathbf{K}_{j+1}\right\rangle \\
& \begin{aligned}
=\int d \mathbf{Q} \exp \left[-(i / \hbar) \int_{t_{j}}^{t_{j+1}} d t^{\prime}\right. & \left\{H_{H}\left[t^{\prime}, \mathbf{Q}, \frac{1}{2}\left(\mathbf{K}_{j}+\mathbf{K}_{j+1}\right)\right]\right. \\
& \left.\left.+\mathbf{Q} \cdot 2 \pi \hbar \dot{\mathbf{K}}_{j}^{-}\left(t^{\prime}\right)\right\}\right]
\end{aligned}
\end{align*}
$$

a function of $\frac{1}{2}\left(\mathbf{K}_{j}+\mathbf{K}_{j+1}\right)$ and $\dot{\mathbf{K}}_{j}^{-}\left(t_{j}\right)$.
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## 1. INTRODUCTION

One of the outstanding problems in high-energy physics is to give a consistent theory of nonrenormalizable interactions (e.g., weak interactions, spin-1 electrodynamics, etc.) beyond the lowest order of perturbation theory.

Various attempts to solve this problem ${ }^{1}$ have been made without complete success. However, due to the difficulties inherent in this problem, attention has been focused on the study of the quantum theory of singular potentials, although results for such singular potentials can at most hint at the actual properties of nonrenormalizable interactions in quantum field theory. Of course, singular potentials have an intrinsic interest and do indeed raise many interesting questions.

In this paper we wish to describe a new approach to

[^106]singular potentials which is intimately related to the methods of renormalization of the Green's functions equations of quantum field theory. This intimate relation allows us to hope that properties similar to those we find for singular potentials will also occur in nonrenormalizable field theories.
For several years the formulation of renormalized Green's functions equations for renormalizable interactions has been understood. ${ }^{2}$ The crucial steps for renormalization of masses and coupling constants is achieved by a differentiation and integration procedure on the external momenta entering the propagators and vertex functions. We wish to set up equations for nonrelativistic potential scattering to which such a renormalization procedure may be applied successfully. In the field-theoretic case we deal only with scattering amplitudes (connected parts of time-order products), so that we expect it to be necessary to do the same for singular potentials.

We restrict our discussion to two particles scattering through real velocity-independent potentials. The

[^107]if $A_{s}(t)$ commutes with $\mathbf{k}$. The probability amplitude $\left\langle\mathbf{K}_{0}\right| U\left(t, t_{0}\right)|\mathbf{K}\rangle$ can be written as the Feynman path integral,
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An approach similar to the methods of renormalization of the Green's functions equations of quantum field theory is adopted to the singular potential in the Lippman-Schwinger equation. The close relation between our approach and the one used in field theory gives a method to be applied to nonrenormalizable field theories. The physical implication of this approach is discussed.


## 1. INTRODUCTION

One of the outstanding problems in high-energy physics is to give a consistent theory of nonrenormalizable interactions (e.g., weak interactions, spin-1 electrodynamics, etc.) beyond the lowest order of perturbation theory.

Various attempts to solve this problem ${ }^{1}$ have been made without complete success. However, due to the difficulties inherent in this problem, attention has been focused on the study of the quantum theory of singular potentials, although results for such singular potentials can at most hint at the actual properties of nonrenormalizable interactions in quantum field theory. Of course, singular potentials have an intrinsic interest and do indeed raise many interesting questions.

In this paper we wish to describe a new approach to

[^108]singular potentials which is intimately related to the methods of renormalization of the Green's functions equations of quantum field theory. This intimate relation allows us to hope that properties similar to those we find for singular potentials will also occur in nonrenormalizable field theories.
For several years the formulation of renormalized Green's functions equations for renormalizable interactions has been understood. ${ }^{2}$ The crucial steps for renormalization of masses and coupling constants is achieved by a differentiation and integration procedure on the external momenta entering the propagators and vertex functions. We wish to set up equations for nonrelativistic potential scattering to which such a renormalization procedure may be applied successfully. In the field-theoretic case we deal only with scattering amplitudes (connected parts of time-order products), so that we expect it to be necessary to do the same for singular potentials.

We restrict our discussion to two particles scattering through real velocity-independent potentials. The

[^109]situation is described in field theory by the BetheSalpeter equation (BS).
The potential-theory analog of the BS equation is the Lippman-Schwinger equation (LS). Our approach consists in discussing the renormalization of the LS equation in a manner as similar as possible to that used for the BS equation. ${ }^{32}$
In Sec. 2 we first discuss the renormalization of the potential analog of the $\lambda \phi^{4}$ theory (or other renormalizable interactions). We then show that this renormalization may be extended to more singular potentials, with the LS equation being generalized to a linear integrodifferential equation. The solutions to this equation depend on a finite number of additional parameters, which cannot be specified a priori. In Sec. 3 we discuss the partial-wave separation of our extended LS equation. In Sec. 4 we discuss and summarize the results and indicate the physical implication for nonrenormalizable field theories. We also raise a number of related questions which we have not been able to solve.

## 2. EXTENSION OF THE LS EQUATION

Let us first review briefly the relation between the BS equation and potential theory. We recognize three classes of field-theoretic interactions:

Class I: only finite quantities appear;
Class II: renormalizable interactions; only those divergences appear which are removable by absorption into masses and coupling constants;

Class III: nonrenormalizable interactions.
The BS equation is given by

$$
\begin{align*}
& M\left(p, p^{\prime} ; q\right) \\
& = \\
& =V\left(p, p^{\prime} ; q\right)+\int d^{4} k V(p, k ; q) M\left(k, p^{\prime} ; q\right)  \tag{1}\\
& \quad \times\left[(k+q)^{2}-m^{2}\right]^{-1}\left[(k-q)^{2}-m^{2}\right]^{-1},
\end{align*}
$$

where $q^{2}$ is the invariant total energy, $q \pm p, q \pm p^{\prime}$ are the initial and final momenta of the particles, and $V\left(p, p^{\prime} ; q\right)$ is the relativistic potential.

Class I corresponds to potentials which tend to zero for large momentum transfer and external masses. For Class II (for spinless particles) the potential is constant. In Class III, the potential may increase either (a) as a power or (b) at least exponentially in momentum transfer or external masses. We remark here that the BS equation is a well-defined integral equation under iteration for potentials of Class I. This is not the case for potentials of Class II or III.

[^110]

Fig. 1. Diagrammatic comparison of the three classes of LS and BS potentials.

We use the symmetric differential operator

$$
\mathcal{D}=\sum_{i, \mu=1}^{4} p_{i \mu} \partial / \partial p_{i \mu},
$$

where $p_{i \mu}$ are the components of the external momenta $p_{1}, p_{2}, p_{3}, p_{4}=q \pm p, q \pm p^{\prime}$. We apply $\mathfrak{D}^{-1} \mathfrak{D}$ to both sides of Eq. (1) for a BS potential $V\left(p, p^{\prime} ; q\right)$ arising from a renormalizable field theory (of Class II). The resulting equation is now a differentio-integral equation containing the ambiguity arising from $\mathscr{D}^{-1}$, i.e., the value of the scattering amplitude at zero momenta for all particles. This equation is now wellbehaved under iteration for BS potentials of Class II, as has been carefully discussed in the work of one of us. ${ }^{3 b}$ The value of the scattering amplitude at zero momenta cannot be determined from the differentiointegral equation, but plays the role of the renormalized charge.

It may be possible to discuss BS potentials of Class IIIa by means of $\mathfrak{D}^{n}$ applied to both sides of Eq. (1) and the integration by means of $\mathfrak{D}^{-n}$ (where $n-1$ is the power dependence of the "potentials" on momentum transfer and external masses). However, we may remark that it is not known if such procedure can, in fact, be done completely, nor is it known if such a discussion can be extended to the complete set of Green's functions equations in this case. We wish to see if we can carry through such a procedure for the LS equation.

The LS analog to the BS potentials again may be divided into three classes:

Class I: regular potentials behaving as does $r^{-\alpha}$ ( $\alpha<2$ ) when $r \rightarrow 0$;

Class II: $V(r)=r^{-\alpha},(\alpha=2)$, as $r \rightarrow 0$;
Class III: (a) $V(r)=r^{-\alpha}(\alpha>2)$ as $r \rightarrow 0$; (b) $V(r)$ has a singularity stronger than a pure power at $r=0$.

Previous work leads us to compare Classes II and III of the LS potentials with Classes II and III of BS potentials.

In Fig. 1 we present a diagrammatic form of the situation. In the first column we describe the nature of the class. In the second column the LS equation for each class is indicated. In the third the BS equation for each class is indicated.

[^111]We may relate corresponding classes horizontally by the standard method. We have made step (1), extending the BS equation from Class I to II by means of $\mathfrak{D}^{-1} \mathfrak{D}$. We conjectured that we can make step (2), extending it further to Class III by use of $\mathfrak{D}^{-n} \mathfrak{D}^{n}$ for $n>1$. We wish to show here that it is actually possible to make both these extensions, steps (3) and (4), for the LS equation.

The LS equation is

$$
\begin{align*}
& f\left(\mathbf{p}, \mathbf{p}^{\prime}, \mathbf{k}^{2}\right) \\
& \quad=\tilde{V}\left(\left|\mathbf{p}-\mathbf{p}^{\prime}\right|\right)+\int \tilde{V}(|\mathbf{p}-\mathbf{q}|) \frac{f\left(\mathbf{q}, \mathbf{p}^{\prime}, \mathbf{k}^{2}\right)}{\left(\mathbf{k}^{2}-\mathbf{q}^{2}\right)} d^{3} \mathbf{q} \tag{2}
\end{align*}
$$

where

$$
\begin{equation*}
\widetilde{V}(|\mathbf{p}|)=\int e^{i \mathbf{p} \cdot \mathbf{r}} V(|\mathbf{r}|) d^{3} \mathbf{r} \tag{3}
\end{equation*}
$$

We may also use the relativistic energy $\left(\mathbf{k}^{2}+m^{2}\right)^{\frac{1}{2}}-$ $m$ in place of $\mathbf{k}^{2} / 2 m$ in the LS equation (2) if, at the same time, we replace $d^{3} \mathbf{q}$ by the invariant measure $d^{3} \mathbf{q} /\left(\mathbf{q}^{2} \pm m^{2}\right)^{\frac{1}{2}}$. This gives the same high-energy behavior as (2), so our further discussion is the same for either case. We will explicitly keep to (2).

The asymptotic behavior of $\vec{V}(|\mathbf{p}|)$ as $|\mathbf{p}| \rightarrow \infty$ is

$$
\begin{equation*}
\tilde{V}(|\mathbf{p}|) \sim|\mathbf{p}|^{\alpha-3}, \tag{4}
\end{equation*}
$$

where all logarithmic dependencies are neglected. We insert the behavior of Eq. (4) in Eq. (2), where we see that the equation is well-defined under iteration for $\alpha<2$. When $\alpha=2$, we find logarithmic divergence on iteration. This may be removed exactly, as was done for the BS equation, replacing the operator $\mathfrak{D}$ by the operator $\mathbf{d}$ defined as acting on any function of the three-vector $\mathbf{p}$ by

$$
\left(\mathbf{d}_{\mathbf{v}} f\right)(\mathbf{p})=[(d / d \lambda) f(\lambda \hat{p})]_{\lambda=|\mathbf{p}|},
$$

where $\hat{p}=\mathbf{p} /|\mathbf{p}|$ is the unit vector along $\mathbf{p}$. Similarly, $\left(d_{\mathrm{p}}^{n} f\right)(\mathbf{p})=\left[\left(d^{n} \mid d \lambda^{n}\right) f(\lambda \hat{p})\right]_{\lambda=|\mathrm{p}|}$. Then Eq. (2) becomes

$$
\begin{align*}
& f\left(\mathbf{p}, \mathbf{p}^{\prime}, \mathbf{k}^{2}\right)=\tilde{V}\left(\left|\mathbf{p}-\mathbf{p}^{\prime}\right|\right)-\tilde{V}\left(\left|\mathbf{p}^{\prime}\right|\right)+f\left(0, \mathbf{p}^{\prime}, \mathbf{k}^{2}\right) \\
& \quad+\int_{0}^{|\mathbf{p}|} d \lambda\left[\frac{d_{\mathbf{p}^{\prime \prime}} \tilde{V}\left(\left|\mathbf{p}^{\prime \prime}-\mathbf{q}\right|\right) f\left(\mathbf{q}, \mathbf{p}^{\prime}, \mathbf{k}^{2}\right)}{\left(\mathbf{k}^{2}-\mathbf{q}^{2}\right)}\right]_{\mathbf{p}^{\prime \prime}=\lambda \mathbf{D}} d^{3} \mathbf{q} . \tag{5}
\end{align*}
$$

We define

$$
\begin{equation*}
U\left(\mathbf{p}, \mathbf{p}^{\prime}\right)=\tilde{V}\left(\left|\mathbf{p}-\mathbf{p}^{\prime}\right|\right)-\tilde{V}\left(\left|\mathbf{p}^{\prime}\right|\right)+f\left(0, \mathbf{p}^{\prime}\right) \tag{6}
\end{equation*}
$$

Since $d_{\mathbf{p}} U\left(\mathbf{p}, \mathbf{p}^{\prime}\right)=d_{\mathbf{p}} \tilde{V}(|\mathbf{p}-\mathbf{q}|)$, we may rewrite Eq. (5) as
$f\left(\mathbf{p}, \mathbf{p}^{\prime}, \mathbf{k}^{2}\right)$

$$
\begin{equation*}
=U\left(\mathbf{p}, \mathbf{p}^{\prime}\right)+\int_{0}^{|\mathbf{p}|} d \lambda \frac{d_{\mathbf{p}}, U\left(\mathbf{p}^{\prime \prime}, \mathbf{q}\right) f\left(\mathbf{q}, \mathbf{p}^{\prime}, \mathbf{k}^{2}\right)}{\left(\mathbf{k}^{2}-\mathbf{q}^{2}\right)} d^{3} \mathbf{q} . \tag{7}
\end{equation*}
$$

We may regard the replacement of $\tilde{V}$ [in Eq. (5)] by $U$ [in Eq. (7)] as a renormalization of the LS potential in a manner analogous to the charge
renormalization for $\pi-\pi$ scattering discussed previously. ${ }^{3}$
It is evident that iteration of Eq. (5) for Class II potentials (e.g., $r^{-2}$ ) is convergent at every step. This is due to the differentiation acting on $\widetilde{\nabla}\left(\left|\mathbf{p}^{\prime \prime}-\mathbf{q}\right|\right)$ under the integral sign of Eq. (7) together with integration over a finite range of the $\lambda$ variable. Thus we regard Eq. (7) as the correct equation which extends the LS equation to the $r^{-2}$-type potentials in a manner as similar as possible to the renormalized BS equation for $\lambda \phi^{4}$ theory.

We would like to remark that we now have an integrodifferential equation in place of the integral equation structure for the LS equation. This means that we no longer expect many properties of the LS equation to remain valid for our extended equation. We shall return to this point later.

It is now possible to see how to generalize our extended LS equation to apply to nonrelativistic potentials of Class IIIa (e.g., $r^{-\alpha}, \alpha>2$ ). This may be achieved by the use of the integrodifferential operator $d^{-(M)} d^{+(M)}$, where $M$ (as in the relativistic case) is equal to 1 plus the singular power of the potential and for any integrable function of $p$ :

$$
\left(d^{-1} f\right)(\mathbf{p})=\int_{0}^{|\mathrm{p}|} d \lambda f(\lambda \hat{p}) .
$$

We see now that the form of Eq. (2) becomes

$$
f\left(\mathbf{p}, \mathbf{p}^{1}, \mathbf{k}^{2}\right)
$$

$$
\begin{align*}
&=V^{\prime}\left(\mathbf{p}, \mathbf{p}^{1}, \mathbf{k}^{2}\right)+\int_{0}^{|\mathbf{p}|} d \lambda_{1} \int_{0}^{\lambda_{1}} d \lambda_{2} \cdots \int_{0}^{\lambda_{M-1}} d \lambda_{M} \\
& \times\left\{\frac{d_{\mathbf{p}^{\prime \prime}}^{M} \tilde{V}\left(\left|\mathbf{p}^{\prime \prime}-\mathbf{q}\right|\right) f\left(\mathbf{q}, \mathbf{p}^{2}, \mathbf{k}^{2}\right)}{\left(\mathbf{k}^{2}-\mathbf{q}^{2}\right)}\right\}_{\mathbf{p}^{\prime \prime}=\lambda_{\mathbf{M}} \mathbf{p}^{\prime},} d^{3} \mathbf{q}, \tag{8}
\end{align*}
$$

where

$$
V^{\prime}\left(\mathbf{p}, \mathbf{p}^{1}, \mathbf{k}^{2}\right)=\tilde{V}\left(\left|\mathbf{p}-\mathbf{p}^{\prime}\right|\right)+\sum_{r<n}\left(d^{r} f\right)_{\mathbf{p}=0},
$$

where only the derivatives of $f$ in $\left(d^{r} f\right)_{\mathrm{p}=\mathbf{0}}$ are evaluated at $\mathbf{p}=\mathbf{0}$.

We immediately see that Eq. (8) is not finite under iteration for the corresponding Class IIIa potentials. We may remedy this as follows. We take the expansion

$$
\begin{equation*}
\widetilde{V}(|\mathbf{p}|)=\sum_{\eta=0}^{N} a_{\eta}|\mathbf{p}|^{\eta}+W(|\mathbf{p}|), \tag{9}
\end{equation*}
$$

where $W(\chi)=O\left(\chi^{-1}\right)$ as $|\chi| \rightarrow \infty$. An expression of the form of Eq. (9) always exists for Class IIIa potentials when we restrict ( $\alpha-3$ ) to being a nonnegative integer $N$. If, in addition, $a_{n}=0$ for $n$ odd, then $d_{\mathbf{p}}^{N+1} \tilde{V}(|\mathbf{p}-\mathbf{q}|)=\mathrm{d}_{\mathbf{p}}^{N+1} W(|\mathbf{p}-\mathbf{q}|)^{4}$ Thus, in

[^112]this case, Eq. (8) becomes
\[

$$
\begin{align*}
& f\left(\mathbf{p}, \mathbf{p}^{\prime}, \mathbf{k}^{2}\right) \\
&= V^{\prime}\left(\mathbf{p}, \mathbf{p}^{\prime}, \mathbf{k}^{2}\right)+\int_{0}^{|\mathbf{p}|} d \lambda_{1} \int_{0}^{\lambda_{1}} d \lambda_{2} \cdots \int_{0}^{\lambda_{N}} d \lambda_{N+1} \\
& \times\left[\frac{\left(d_{\mathbf{p}^{\prime}}\right)^{N+1} V^{\prime}\left(\left|\mathbf{p}^{\prime \prime}-\mathbf{q}\right|\right) f\left(\mathbf{q}, \mathbf{p}^{\prime}, \mathbf{k}^{2}\right)}{\left(\mathbf{k}^{2}-\mathbf{q}^{2}\right)}\right] d^{3} \mathbf{q} . \tag{10}
\end{align*}
$$
\]

Then iteration of (10) will be finite at each step, since

$$
V^{\prime}\left(\mathbf{p}, \mathbf{p}^{\prime}, k^{2}\right) \sim|\mathbf{p}|^{N} \quad \text { as } \quad|\mathbf{p}| \sim \infty
$$

If

$$
f\left(\mathbf{q}, \mathbf{p}^{\prime}, \mathbf{k}^{2}\right) \sim|\mathbf{q}|^{N} \quad \text { as } \quad|\mathbf{q}| \sim \infty
$$

the last term on the right of (10) is finite for finite $|\mathbf{p}|$ and behaves as $|\mathbf{p}|^{N}$ as $|\mathbf{p}| \sim \infty$ (to within logarithmic behavior, which we neglect). Thus we see that we have a denumerable set of the extended LS equations, each one corresponding to a certain class of singular potentials, i.e., these behaving as $r^{3-N}$ as $r \rightarrow 0$, with the coefficients $a_{n}$ vanishing for odd $n$.

Each such extended LS equation has a number of free parameters, and we may insure unitarity by choosing these parameters as real.

Since we have not altered the factor $\left(\mathbf{k}^{2}-\mathbf{q}^{2}\right)^{-1}$ entering in the kernel of Eq. (10) by our differentiation and integration procedure, we expect that the discussion of the existence, uniqueness and other general properties will apply exactly as for the original LS equation. We also expect that analyticity will be unchanged.

It is necessary to discuss briefly the ambiguity in the definition of the Fourier transformation of the $r^{-\alpha}$ potentials for $\alpha>2$.

This ambiguity arises from the singularity character of $r^{-\alpha}$ at $r=0$. We may define the singular potential $r^{-\alpha}$ by means of the pseudofunctions. ${ }^{5}$

The ambiguity in this definition is that of a linear sum of derivatives of $\delta(r){ }^{6}$ These derivatives are of order $\alpha-3$. This will give an added polynomial of degree $\alpha-3$ in $\tilde{V}(|\mathbf{p}|)$. We see no natural way to reduce this ambiguity except to enforce the condition that $a_{n}=0$ for odd $n$. Thus we add further arbitrary constants to the solution of our extended LS equation. So we see that there are two sources of arbitrary constants for our solution to Eq. (10) in addition to

[^113]those arising in the potential. These are (1) the differentiation-integration procedure and (2) the Fourier transformation of the singular potentials. It has been shown ${ }^{7}$ that the explicit solution of the radial Schrödinger equation with the potential $r^{-4}$ has four arbitrary constants.

We hope to discuss elsewhere the relation between the solution of the extended LS equation and the Schrödinger equation in this and other cases.

## 3. PARTIAL WAVE ANALYSIS

We now investigate the partial wave analysis of our extended LS equation. We do this in detail only for Eq. (5).

Our method evidently extends to the more general equation (10). (We shall proceed in manner very similar to that used in Ref. 3.) We use the expression

$$
f\left(\mathbf{p}, \mathbf{p}^{\prime}, \mathbf{k}^{2}\right)=\sum_{l=0}^{\infty}(2 l+1) P_{l}\left(\cos \theta_{\mathbf{p}},{ }_{p^{\prime}}\right) f_{l}\left(|\mathbf{p}|,\left|\mathbf{p}^{\prime}\right|, \mathbf{k}^{2}\right)
$$

with
$V_{l}\left(|\mathbf{p}|,\left|\mathbf{p}^{\prime}\right|\right)=\frac{1}{2} \int_{-1}^{+1} P_{l}\left(\cos \theta_{\mathbf{p}, \mathbf{p}}\right) \tilde{V}\left(\left|\mathbf{p}-\mathbf{p}^{\prime}\right|\right) d\left(\cos \theta_{\mathbf{p}, \mathbf{p}}\right)$
and the recurrence relation between the Legendre polynomials to obtain

$$
\begin{align*}
& f_{l}\left(|\mathbf{p}|\left|\mathbf{p}^{\prime}\right|, \mathbf{k}^{2}\right) \\
&= V_{l}\left(|\mathbf{p}|,\left|\mathbf{p}^{\prime}\right|\right)+\int_{0}^{|\mathbf{p}|} d \lambda \frac{d}{d \lambda}\left[\left(\frac{2 l-1}{2 l+1}\right) V_{l-1}(\lambda|\mathbf{p}|,|\mathbf{q}|)\right. \\
&\left.-\left(\frac{2 l+3}{2 l+1}\right) V_{l+1}(\lambda|\mathbf{p}|,|\mathbf{q}|)\right] \\
& \times \frac{f_{l}\left(|\mathbf{q}|,\left|\mathbf{p}^{\prime}\right|, \mathbf{k}^{2}\right)}{\left(\mathbf{k}^{2}-\mathbf{q}^{2}\right)} d^{3} q \tag{11}
\end{align*}
$$

[We note the similarity between Eq. (11) and the corresponding equation (25) in Ref. 3, No. 5.] In Eq. (11) we see that the different partial waves are not coupled to each other, and thus the partial wave separation is sufficient to decouple separate partial waves.

However, partial wave projections of the potential which arise in the kernel of Eq. (11) are different than in the inhomogeneous term. Such is not the case for the BS equation (as was discussed in Ref. 3). We attribute this to the difference between the $\mathfrak{D}$ and $d$ operators. In particular, $\mathfrak{D}$ depends on the internal and final momenta, while $d$ does not.

## 4. SUMMARY AND CONCLUSIONS

We may summarize our results by saying that the extended LS equation, Eq. (10), is the formulation which should be used in the discussion of singular

[^114]potentials in order to come as close as possible to the renormalization process in renormalizable field theory. This completes steps (3) and (4) of Fig. 1. We use this to give some indications of the results obtained after making step (5). In other words, we can speculate about the general nature of the structure of nonrenormalizable field theories. We see that these theories are expected to be of two classes with properties similar to Classes IIIa and IIIb of LS potential theory. The solution belonging to interactions of Class IIIa will, in general, depend on a finite number of additional parameters occurring in the potential. For those of Class IIIb we cannot really say anything, since we have not been able to write a suitable extended form for the LS equation which is convergent under iteration. It is possible that our restriction to an integro-differential equation which is finite under iteration is too restrictive. However, without this restriction it is difficult to say anything rigorous using the present mathematical tools.

We may surmise that, in the case of Class IIIa field theories, only a finite number of differentiations and integrations will be necessary to transform the complete set of Green's functions equations to a form convergent under iteration. We may also expect that the solutions to Class IIIb field theories will very likely depend, in general, on an infinite number of arbitrary constants (however the solutions are obtained).

We hope that weak interaction of the currentcurrent form are of Class IIIa.
In this short paper we have left many questions unanswered-and even unasked. In particular, we would like to know the following.
(a) What is the nature of the set of bound states?
(b) What is the relation of solutions to our equation to those for the Schrödinger equation?
(c) We would like to know the properties of the linear operators which are the kernels of our extended form of the LS equation. In particular, are they completely continuous? Is the Fredholm alternative valid? And, finally, is it possible to give a general existence theory for the solutions?
(d) Is the Levinson theorem valid? It has been shown ${ }^{8}$ that, at least for the two classes of singular potentials like $(\sinh \mu r)^{-2}$ or $r^{-4}$, the Levinson theorem is violated in the nonrelativistic limit; it is possible that all singular potentials violate it.
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## I. INTRODUCTION

The problem of covariance in quantum theory is rather different from its classical counterpart. ${ }^{1}$ In classical theory, the dynamical variables have numer-

[^118]ical values which are equal to the observable values of these variables, and covariance can easily be ascertained if the dynamical variables transform in a definite way (e.g., as tensor components) under the appropriate group.

On the other hand, the dynamical variables of quantum theory are linear operators acting on some Hilbert space. The state of a physical system, as seen
by a set of observers, ${ }^{2}$ is not specified by ascribing numerical values to the dynamical variables of that system (as in classical physics), but is now represented by a ray in Hilbert space. A different set of observers ${ }^{2}$ will attribute to that state a different ray. The problem of covariance is to find the relationship between these rays.

If the two sets of observers are physically equivalent (e.g., related by a Lorentz transformation) this relationship is a unitary one. ${ }^{3}$ In the important case of infinitesimal transformations, this unitary transformation can be written as

$$
\begin{equation*}
U=1+i \epsilon_{j} G_{j} \tag{1}
\end{equation*}
$$

where the $\epsilon_{j}$ are the infinitesimal parameters which characterize the transformation from one set of observers to another ( $j=1, \cdots, 10$ in the case of inhomogeneous Lorentz transformations), and the $G_{j}$ are Hermitian operators, which are called the generators of the transformation group. They satisfy welldefined commutation relations, depending only on that group. The problem of covariance is essentially solved when these generators have been constructed explicitly. ${ }^{4}$

However, not every realization of the Hilbert space, and hence of the Poincaré group generators, is useful. For the purpose of correspondence with classical physics, we are often interested in taking the quantum-mechanical Hilbert space for a system of particles, as the set of square integrable functions over the classical configuration space of these particles. Moreover, again for the purpose of correspondence with classical physics, we wish to interpret the operator $x_{k}$ as the $x$ coordinate of the $k$ th particle. This implies that $\left(x_{k}\right)_{\mathrm{op}}$ must transform exactly as the classical coordinate $x_{k}$, at least under transformations which map the configuration space onto itself. The latter requirement is a stringent constraint on the generators $G_{j}$ : Those generators which map the configuration space onto itself must involve only geometrical quantities, while the dynamics of the system is represented solely by the other generators.

Now, the configuration space of a system of particles is the direct product of the individual

[^119]configuration spaces of each particle, ${ }^{5}$ and the latter are usually taken as $t=$ const hypersurfaces in spacetime (with the same $t$ for all particles). In this case, the generators $\mathbf{P}$ (space translations) and $\mathbf{J}$ (space rotations) have simple forms, and are additive for several particles, while $H$ (time translations) and $\mathbf{K}$ (Lorentz boosts) convey dynamical meaning and have complicated forms (even for a single particle). ${ }^{1}$ In particular, they involve the nonlocal operator ( $p^{2}+$ $\left.m^{2}\right)^{\frac{1}{2}}$, where $\mathbf{p}=-i \nabla .{ }^{6}$

However, it was pointed out long ago by Dirac ${ }^{7}$ that it might be more convenient to take, as the oneparticle configuration space, a hyperboloid (or possibly a light cone) invariant under homogeneous Lorentz transformations. In this case, the "simple" geometrical generators are $\mathbf{J}$ and $\mathbf{K}$ (which are additive for several particles) while $H$ and $\mathbf{P}$ are the complicated dynamical generators. Some advantages of this formulation were pointed out by Thomas. ${ }^{8}$

The classical generators $H, \mathbf{P}, \mathbf{J}$, and $\mathbf{K}$, satisfying the Lorentz-group Poisson-bracket relations, were constructed explicitly by Dirac ${ }^{7}$ for a single particle, in terms of the canonical variables $\mathbf{p}$ and $\mathbf{q}$. The purpose of the present paper is to derive a quantum realization of these generators, in the special case where the configuration space is a past light cone. ${ }^{9,10}$

This is done in two steps. In Sec. II, we construct $\mathbf{J}$ and $\mathbf{K}$, satisfying

$$
\begin{align*}
{\left[J_{m}, J_{n}\right] } & =i \epsilon_{m n s} J_{s},  \tag{2}\\
{\left[J_{m}, K_{n}\right] } & =i \epsilon_{m n s} K_{s},  \tag{3}\\
{\left[K_{m}, K_{n}\right] } & =-i \epsilon_{m n s} J_{s}, \tag{4}
\end{align*}
$$

for particles of arbitrary spin $s$, whose wavefunctions are given on a past light cone.
Sections III and IV are then devoted to the construction of the Hamiltonians of spin-0 and spin- $\frac{1}{2}$ particles, respectively. Once $H$ is known, $\mathbf{P}$ is readily obtained from

$$
\begin{equation*}
[H, \mathbf{K}]=-i \mathbf{P} . \tag{5}
\end{equation*}
$$

[^120]However, it is not at all trivial to construct $H$, because we must satisfy all the other commutation relations, namely

$$
\begin{align*}
{[H, \mathbf{J}] } & =0  \tag{6}\\
{\left[P_{m}, K_{n}\right] } & =-i \delta_{m n} H  \tag{7}\\
{[H, \mathbf{P}] } & =0  \tag{8}\\
{\left[J_{m}, P_{n}\right] } & =i \epsilon_{m n s} P_{s}  \tag{9}\\
{\left[P_{m}, P_{n}\right] } & =0 \tag{10}
\end{align*}
$$

While (6) is satisfied by any rotational scalar, (7) implies that $H$ satisfies

$$
\begin{equation*}
\left[K_{m},\left[K_{n}, H\right]\right]=-\delta_{m n} H, \tag{11}
\end{equation*}
$$

and (8) leads to the nonlinear condition

$$
\begin{equation*}
\left[H,\left[H, K_{m}\right]\right]=0, \tag{12}
\end{equation*}
$$

the fulfillment of which is the main difficulty of our problem.
Equations (9) and (10) are consequences of the preceding ones and of the Jacobi identity.

Finally, Sec. V is devoted to a brief discussion of our results, and of possible generalizations. Some auxiliary formulas are listed in an Appendix.
Throughout this paper, we use natural units: $\hbar=c=1$.

## II. THE HOMOGENEOUS LORENTZ GROUP

In this section, we construct $\mathbf{J}$ and $\mathbf{K}$. We consider first the case of spinless particles, and use polar coordinates, so that the state of a particle is described by a wavefunction $\psi(r, \theta, \varphi)$.

Rotations, generated by $\mathbf{J}$, are transformations of $\theta$ and $\varphi$ leaving the quadratic form $d \theta^{2}+\sin ^{2} \theta d \varphi^{2}$ invariant. They are generated, as usual, by ${ }^{11}$

$$
\begin{align*}
& L_{x}=i\left(\sin \varphi \frac{\partial}{\partial \theta}+\cot \theta \cos \varphi \frac{\partial}{\partial \varphi}\right)  \tag{13a}\\
& L_{y}=i\left(-\cos \varphi \frac{\partial}{\partial \theta}+\cot \theta \sin \varphi \frac{\partial}{\partial \varphi}\right)  \tag{13b}\\
& L_{z}=-i \frac{\partial}{\partial \varphi} \tag{13c}
\end{align*}
$$

with $\mathbf{J} \equiv \mathbf{L}$ for spinless particles.
More generally, $\psi$ will have $(2 s+1)$ components, and then

$$
\begin{equation*}
\mathbf{J}=\mathbf{L}+\mathbf{S}, \tag{14}
\end{equation*}
$$

where the S are (numerical) spin matrices. ${ }^{12}$

[^121]We now turn to Lorentz transformations proper. On the past light cone $r=-t$, we have

$$
\begin{align*}
d s^{2} & \equiv d t^{2}-d r^{2}-r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right) \\
& =-r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right), \tag{15}
\end{align*}
$$

so that homogeneous Lorentz transformations, which keep $d s^{2}$ invariant, induce conformal transformations of the unit sphere. ${ }^{13.14}$

Taking the special case of an infinitesimal boost in the $z$ direction, we have (omitting spin)

$$
\begin{gather*}
x^{\prime}=x,  \tag{16a}\\
y^{\prime}=y,  \tag{16b}\\
z^{\prime}=z-v t=z+v r . \tag{16c}
\end{gather*}
$$

We thus see that $\delta z=v r$ is generated by $r p_{z}$, i.e., $K_{z}=r p_{z}$. More generally, it is easily seen that $K=r p$ satisfies Eqs. (3) and (4) and hence is the solution of our problem for $s=0$. (The Hermiticity problem will be discussed at the end of this section.)

To generalize this result for nonzero $s$, it is convenient to separate, in $\mathbf{K}=r \mathbf{p}$, radial and angular variables by means of the identity

$$
\begin{equation*}
\mathbf{r} \times \mathbf{L}=\mathbf{r}(\mathbf{r} \cdot \mathbf{p})-r^{2} \mathbf{p} \tag{17}
\end{equation*}
$$

We define

$$
\begin{equation*}
\mathbf{n}=r^{-1} \mathbf{r}=(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta) \tag{18}
\end{equation*}
$$

and further define $p$ as being the Hermitian part of $\mathbf{n} \cdot \mathbf{p}$ [it will be given explicitly in Eq. (23), after we derive the form of the Lorentz-invariant scalar product].

Classically, we have

$$
\begin{equation*}
\mathbf{K}=r \mathbf{p}=\mathbf{n} r p-\mathbf{n} \times \mathbf{L}, \tag{19}
\end{equation*}
$$

from which we guess

$$
\begin{equation*}
\mathbf{K}=\frac{1}{2}(r p+p r) \mathbf{n}+\frac{1}{2}(\mathbf{J} \times \mathbf{n}-\mathbf{n} \times \mathbf{J}) . \tag{20}
\end{equation*}
$$

It is now a matter of routine to verify that (20) indeed satisfies Eqs. (3) and (4) for any $s$, and therefore is the solution of our problem. Some auxiliary formulas have been listed in the Appendix.

To complete this section, we still have to define a Lorentz-invariant scalar product, i.e., to find the weight function $\rho(r, \theta, \varphi)$ in

$$
\begin{equation*}
\left\langle\psi_{1} \mid \psi_{2}\right\rangle=\int \psi_{1}^{\dagger}(r, \theta, \varphi) \psi_{2}(r, \theta, \varphi) \rho(r, \theta, \varphi) d r d \theta d \varphi \tag{21}
\end{equation*}
$$

such that $\left\langle\psi_{1} \mid \psi_{2}\right\rangle$ will be invariant under proper homogeneous Lorentz transformations. To this effect, we note that both $r^{2} \sin \theta d t d r d \theta d \varphi$ and

[^122]$\delta\left(t^{2}-r^{2}\right)$ are Lorentz scalars, and therefore their product is a scalar. Integration over $t$ then shows that
\[

$$
\begin{equation*}
\rho=r \sin \theta, \tag{22}
\end{equation*}
$$

\]

is the desired weight function, up to a multiplicative constant (rather than $r^{2} \sin \theta$, as usual).

The result (22) can also be derived by noting that mere rotational symmetry implies that $\rho=f(r) \sin \theta$. Then, direct use of (16) shows that $r \sin \theta, d r d \theta$ and $d \varphi$ are separately invariant under boosts in the $z$ direction.
Q.E.D.

It follows from (21) and (22) that all the components of $L$ and hence of $\mathbf{J}$ are Hermitian. Likewise

$$
\begin{equation*}
p=-i\left(\frac{\partial}{\partial r}+\frac{1}{2 r}\right) \tag{23}
\end{equation*}
$$

is also Hermitian, and therefore all the components of K, Eq. (20), are Hermitian.
It is also convenient to define the Hermitian operator

$$
\begin{equation*}
q=\frac{1}{2}(r p+p r)=-i(\partial / \partial r) r \tag{24}
\end{equation*}
$$

in terms of which we can readily write down the Casimir invariants

$$
\begin{equation*}
\mathbf{J} \cdot \mathbf{K}=\mathbf{J} \cdot \mathbf{n} q, \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{J}^{2}-\mathbf{K}^{2}=(\mathbf{J} \cdot \mathbf{n})^{2}-q^{2}-1 . \tag{26}
\end{equation*}
$$

We thus see that $q$ and $J \cdot \mathbf{n}$ are invariant under proper homogeneous Lorentz transformations.

## III. THE SPIN-0 HAMILTONIAN

The next, and much more difficult problem, is to find an $H$ satisfying (6), (11), and (12). In the classical case, with Poisson brackets instead of commutators, it was shown by Dirac ${ }^{7}$ that

$$
\begin{equation*}
H=\frac{1}{2}\left(p+\frac{m^{2}}{p}+\frac{J^{2}}{r p r}\right) \tag{27}
\end{equation*}
$$

This expression is Hermitian, but, unfortunately, satisfies neither (11) nor (12) in quantum theory (the right-hand sides are of the order of $\hbar^{3}$ ).

The correct expression for $H$ can however be easily found, by seeking the "missing terms" necessary to satisfy (11) and (12). It is

$$
\begin{equation*}
H=\frac{1}{2}\left(p+\frac{m^{2}}{p+\left(\frac{1}{4} r p r\right)}+\frac{J^{2}+\frac{1}{4}}{r p r}\right), \tag{28}
\end{equation*}
$$

from which we derive

$$
\begin{align*}
\mathbf{P} & =-H \mathbf{n}+\mathbf{K}\left(r^{-1}-i / 2 r p r\right),  \tag{29}\\
& =-\frac{1}{2}(H \mathbf{n}+\mathbf{n} H)+\frac{1}{2}\left(\mathbf{K} r^{-1}+r^{-1} \mathbf{K}\right)+(\mathbf{n} / 4 r p r) . \tag{30}
\end{align*}
$$

[The correction terms in (28) and the last term in (30) would have $\hbar^{2}$ factors, if we had not set $\hbar=1$.] Some auxiliary formulas are given in the Appendix.

## IV. THE SPIN- $\frac{1}{2}$ HAMILTONIAN

The preceding results are valid only for spin- 0 , because, when substituted in (12), the right-hand side of (12) is proportional to $\mathbf{n} \cdot \mathbf{J}$, which vanishes only for spin-0.
A possible approach to get a Hamiltonian for spin- $\frac{1}{2}$ particles is to transform the Dirac equation to coordinates $r, \theta, \varphi$, and $u=r+t$, and to set $H=$ $i \partial / \partial u .^{15}$

We first go over to the equal time polar coordinates $\operatorname{tr} \theta \varphi$. The Dirac equation then reads ${ }^{16}$

$$
\begin{equation*}
i \partial \psi / \partial t=-i \alpha_{r}(\partial \psi / \partial r)+i \alpha_{r} r^{-1} \mathbf{\sigma}^{\prime} \cdot \mathbf{L} \psi+\beta m \psi \tag{31}
\end{equation*}
$$

where $\alpha_{r}=\alpha \cdot \mathbf{n}$ and the $\sigma^{\prime}$ are $4 \times 4$ block-diagonal matrices, the blocks of which are Pauli's $\sigma$ (in the representation where $\beta$ is diagonal, the blocks being $I$ and $-I$ ). We now introduce the null coordinate $u=r+t$ and Eq. (31) becomes

$$
\begin{equation*}
i\left(1+\alpha_{r}\right)(\partial \psi / \partial u)=\left(\alpha_{r} p_{r}+i \alpha_{r} r^{-1} \beta k+\beta m\right) \psi \tag{32}
\end{equation*}
$$

where ${ }^{16}$

$$
\begin{equation*}
p_{r}=-i\left[(\partial / \partial r)+r^{-1}\right], \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
k=\beta\left(\boldsymbol{\sigma}^{\prime} \cdot \mathbf{L}+1\right) \tag{34}
\end{equation*}
$$

Note that $k$ commutes with $r, p_{r}, \alpha_{r}$, and $\beta$, and that $k^{2}=J^{2}+\frac{1}{4}$.

We now define two projection operators

$$
\begin{equation*}
P_{ \pm}=\frac{1}{2}\left(1 \pm \alpha_{r}\right), \tag{35}
\end{equation*}
$$

satisfying $P_{ \pm}^{2}=P_{ \pm}$and $P_{+} P_{-}=0$, and write

$$
\begin{equation*}
\psi=\psi_{+}+\psi_{-}, \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{ \pm}=P_{ \pm} \psi . \tag{37}
\end{equation*}
$$

Noting that $\alpha_{r}=P_{+}-P_{-}$and that

$$
\begin{equation*}
P_{ \pm} \beta=\beta P_{\mp} \tag{38}
\end{equation*}
$$

Eq. (32) becomes

$$
\begin{align*}
& 2 i\left(\partial \psi_{+} / \partial r\right)=p_{r}\left(\psi_{+}-\psi_{-}\right)-i r^{-1} \beta k\left(\psi_{+}-\psi_{-}\right) \\
&+\beta m\left(\psi_{+}+\psi_{-}\right) . \tag{39}
\end{align*}
$$

Multiplying on the left by $P_{-}$, we obtain

$$
\begin{equation*}
\psi_{-}=\left(p_{r}\right)^{-1} \beta\left(m-i r^{-1} k\right) \psi_{+} \tag{40}
\end{equation*}
$$

[^123]On the other hand, multiplying (39) by $P_{+}$yields

$$
\begin{align*}
2 i\left(\partial \psi_{+} / \partial u\right) & =p_{r} \psi_{+}+i r^{-1} \beta k \psi_{-}+\beta m \psi_{-}, \\
& =p_{r} \psi_{+}+\left(m+i r^{-1} k\right) p_{r}^{-1}\left(m-i r^{-1} k\right) \psi_{+} \tag{42}
\end{align*}
$$

From the above result, which is exact, we guess ${ }^{17}$

$$
\begin{align*}
H & =\frac{1}{2}\left[p+\left(k r^{-1}-i m\right) p^{-1}\left(k r^{-1}+i m\right)\right],  \tag{43}\\
& =\frac{1}{2}\left(p+\frac{m^{2}}{p}+\frac{J^{2}+\frac{1}{4}}{r p r}-\frac{m k}{r p p r}\right) . \tag{44}
\end{align*}
$$

It is now a matter of tedious, but straightforward, calculations to check that (11) and (12) are satisfied. Details are given in the Appendix.

Moreover, from Eq. (34), we note that $k$ is block diagonal, the blocks being $\pm(\sigma \cdot \mathbf{L}+1)$. Hence $H$ is reducible, and it is obviously possible to retain only one of the blocks, e.g.,

$$
\begin{equation*}
k=\boldsymbol{\sigma} \cdot \mathbf{L}+1=\boldsymbol{\sigma} \cdot \mathbf{J}-\frac{1}{2}, \tag{45}
\end{equation*}
$$

so that two-component spinors are indeed adequate for spin- $\frac{1}{2}$ particles (in conformity with Sec. II). This result is the main advantage of the present formulation of quantum mechanics.

The two possible forms of the Hamiltonian, corresponding to opposite signs of $k$, may be interpreted as pertaining to particles and antiparticles, respectively.

Finally, we write the explicit form of the momentum operators:

$$
\begin{align*}
& \mathbf{P}= \frac{1}{2}\left[-\mathbf{n} p+r^{-1} \mathbf{K}+\mathbf{K} r^{-1}-\left(k r^{-1}-i m\right) \mathbf{n} p^{-1}\right. \\
&\left.\times\left(k r^{-1}+i m\right)\right],  \tag{46}\\
&=-\frac{1}{2}(\mathbf{n} H+H \mathbf{n})+\frac{1}{2}\left(r^{-1} \mathbf{K}+\mathbf{K} r^{-1}\right) \\
&+(\mathbf{n} / 4 r p r)-m \sigma \times \mathbf{n}(r p+p r) / 4 r p p r . \tag{47}
\end{align*}
$$

## V. OUTLOOK

There is a striking similarity between Eqs. (28-30) which give $H$ and $\mathbf{P}$ for spin-0, and Eqs. (43-47), which refer to spin $-\frac{1}{2}$. However, there are also important differences, and there is no obvious generalization to arbitrary spin. More powerful methods will therefore be needed in order to obtain $H$ and $\mathbf{P}$ for higher spin.

Another important problem, which we have not discussed, is that of interactions. ${ }^{1,7,8}$ It was pointed

[^124]out by Dirac" that the "point form" of quantum mechanics (of which the present work is a special case) might possibly be more suitable than the more familiar "instant form" to discuss relativistic interactions between particles. Further calculations will clearly be needed to investigate this point.
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## APPENDIX

The following is an assortment of formulas which were useful in our calculations. We recall that $\mathbf{J}$ is given by Eq. (14) and $K$ by Eq. (20).

$$
\begin{equation*}
\frac{1}{2}(\mathbf{J} \times \mathbf{n}-\mathbf{n} \times \mathbf{J})=\mathbf{J} \times \mathbf{n}-i \mathbf{n}=-\mathbf{n} \times \mathbf{J}+i \mathbf{n}, \tag{A1}
\end{equation*}
$$

$$
\begin{equation*}
=\frac{1}{2}\left[\left[J^{2}, \mathbf{n}\right] .\right. \tag{A2}
\end{equation*}
$$

$\left[n_{a},(J \times n)_{b}\right]=i\left(\delta_{a b}-n_{a} n_{b}\right)$,
$\left[(J \times n)_{a},(J \times n)_{b}\right]=-i \epsilon_{a b c} J_{c}$,
$\left[n_{a}, \mathbf{J} \cdot \mathbf{n}\right]=\mathbf{0}$,
$\left[K_{a}, n_{b}\right]=i\left(n_{a} n_{b}-\delta_{a b}\right)$,
$\left[\mathbf{K}, r^{-1}\right]=i \mathbf{n} / r$,
$[\mathbf{K}, p]=i \mathbf{n} p$,
$\left[\mathbf{K},(r p r)^{-1}\right]=i \mathbf{n} / r p r$,
$\left[\mathbf{K}, p^{-1}\right]=-i \mathbf{n} / p$,
$\left[K,(r p p r)^{-1}\right]=0$,
$\left[K_{a}, \sigma_{b}\right]=i\left(n_{b} \sigma_{a}-\delta_{a b} \mathbf{n} \cdot \boldsymbol{\sigma}\right)$,
$\left[K_{a}, \mathbf{n} \cdot \sigma\right]=0$,
$\left[p^{-1}, r^{-1}\right]=-i / r p p r=-i / p r r p$,
$\left[r^{-1},(r p r)^{-1}\right]=i /(r p r)^{2}$,
$k=\boldsymbol{\sigma} \cdot \mathbf{L}+1=\boldsymbol{\sigma} \cdot \mathbf{J}-\frac{1}{2}$,
$\left[K_{a}, k\right]=i\left[\frac{1}{2} \epsilon_{a b c} \sigma_{b} n_{c}(r p+p r+i)-n_{a} k\right]$,
$\left[n_{a}, k\right]=i \epsilon_{a b c} \sigma_{b} n_{c}$,
$\left[K_{a},\left[K_{b}, k\right]\right]=-\delta_{a b} k$,
$\left[K_{a}, k / r\right]=i \epsilon_{a b c} \sigma_{b} n_{c} p$,
$\left[k^{2},[k, \mathbf{n}]\right]=k \mathbf{n}+\mathbf{n} k$.
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#### Abstract

The element $z=\log e^{x} e^{y}$, which is known to be an element of the Lie-algebra generated by $x$ and $y$, is expressed as a commutator series in $x$ and $y$ with coefficients given in terms of certain fixed polynomials. The result is given explicitly to sixth order. Useful recurrence relations are obtained. The method is based on certain properties of higher-order commutator products, particularly their idempotent character.


## I. INTRODUCTION

The problem of compounding exponentials of noncommuting quantities is of interest in various fields of mathematics ${ }^{1}$ and theoretical physics, ${ }^{2}$ for instance: in group theory, perturbation theory, transformation theory, and statistical mechanics. The problem has its origin in group theory where it led to the Baker-Hausdorff theorem:

If $e^{x} e^{y}=e^{z}$, then $z$ is a Lie element generated by $x$ and $y$; that is, $z$ is a sum of repeated commutators of $x$ and $y$ (including $x$ and $y$ itself). ${ }^{3}$

The theorem was proved by Baker ${ }^{4}$ and Hausdorff ${ }^{5}$ by a recursive construction of $z$. A simpler proof has been given by Magnus ${ }^{1}$ by means of a characterization of Lie elements found by Friedrichs. ${ }^{6}$
The present investigation was stimulated by the need of an explicit commutator expansion for practical use. The author found only scattered results available in the literature, except the systematic approach due to Goldberg. ${ }^{7}$ His expansion, however, is not an explicit commutator expansion, but an expansion in terms of the monomials

$$
1, x, y, x^{2}, x y, y x, y^{2}, x^{3}, x^{2} y, x y x, \text { etc. }
$$

which are linearly independent elements (basic ring elements) in the free associative ring generated by $x$ and $y$. The coefficient for any specified monomial is expressed by Goldberg as an integral over a product of certain fixed polynomials.

[^125]One of the main results of the present investigation is a commutator expansion, with coefficients which are closely related to those of Goldberg. There is a new feature in the commutator expansion compared to the expansion in terms of monomials; namely, while the manifold of monomials by definition are linearly independent, the corresponding commutator products are not. Consider, for instance, the monomials $x y x y$ and $x y^{2} x$, which are linearly independent elements in the free associative ring. The corresponding commutator products, however, exhibit linear dependence. In fact, we have the identity

$$
[[[x, y], x], y]=[[[x, y], y], x] .
$$

This means that one and the same result can be expressed in numerous ways depending on which Lie elements are chosen as a basis.
A problem of special interest occurs when one of the generators, say $y$, is considered as "small," for instance, when $y$ is attached to a small parameter. Then we may be interested in a commutator expansion

$$
z=z_{(0)}+z_{(1)}+\cdots+z_{(n)}+\cdots
$$

where the terms are of increasing degree with respect to $y$. For this situation we have obtained a recurrence relation connecting $z_{(n)}$ with a certain part of $z_{(n-1)}$.

The starting point leading to the results above is a study of the structure of higher-order commutator products. In Sec. II we prove various properties of these products, particularly that the so called "curly bracket operator" is essentially idempotent when applied to a homogeneous function of the generators. This idempotency has been proved earlier (and independently of each other) by Dynkin, ${ }^{8}$ Specht, ${ }^{9}$ and Wever, ${ }^{10}$ using methods which differ somewhat from the one employed here.

[^126]
## II. COMMUTATOR-IDENTITIES AND LIE ELEMENTS

## A. Definition of Curly Bracket Operator and Left-Ordered Commutator Product

Let $f$ and $g$ be elements in the ring generated by the operators $x_{1}, x_{2}, \cdots, x_{N}$, and let $c_{i}$ be an element in the field of coefficients. Following Magnus ${ }^{1}$ we define a curly bracket operator $\}$ with the properties,

$$
\begin{align*}
& \left\{c_{i}\right\}=0  \tag{la}\\
& \left\{x_{i}\right\}=x_{i}  \tag{lb}\\
& \left\{x_{i} \cdots x_{j} x_{k}\right\}=\left[\left\{x_{i} \cdots x_{j}\right\}, x_{k}\right]  \tag{lc}\\
& \left\{c_{1} f+c_{2} g\right\}=c_{1}\{f\}+c_{2}\{g\} \tag{ld}
\end{align*}
$$

The following consequences are obvious:

$$
\begin{array}{r}
\left\{x_{i} x_{j}\right\}=\left[x_{i}, x_{j}\right]=-\left\{x_{j} x_{i}\right\} \quad \text { (ANTISYMMETRY) } \\
\left\{x_{i} x_{j} x_{k}\right\}+\left\{x_{j} x_{k} x_{i}\right\}+\left\{x_{k} x_{i} x_{j}\right\}=0 \\
\text { (JACOBI IDENTITY) } \\
\left\{x_{i} x_{j} \cdots x_{k} x_{l}\right\}=\left[\left[\cdots\left[x_{i}, x_{j}\right], \cdots, x_{k}\right], x_{l}\right] \tag{4}
\end{array}
$$

A repeated commutator product of the last type, with all brackets [ standing to the left, will be called a left-ordered commutator product (German: links normiert). The transformation from a left-ordered to a right-ordered product is trivial:

$$
\begin{aligned}
& {\left[\left[\cdots\left[x_{1}, x_{2}\right], \cdots, x_{n-1}\right], x_{n}\right]} \\
& \quad=(-1)^{n-1}\left[x_{n},\left[x_{n-1}, \cdots,\left[x_{2}, x_{1}\right] \cdots\right]\right]
\end{aligned}
$$

The above definition of the curly bracket operator is unique, provided we know which elements are considered as basic arguments in the commutator operation (the elements $x_{1}, x_{2}, \cdots, x_{N}$ above). In the following we need to introduce various sets of arguments with respect to which the curly bracket operator is defined. In order to avoid clumsy notation we take the risk of introducing the following convention: A curly bracket without index means that the arguments of the commutator operation are a certain specified set of generators $\left(x_{1}, x_{2}, \cdots, x_{N}\right.$ in the rest of the present section). If the curly bracket is equipped with one or more indices, say $u$ and $v$, then $u$ and $v$ appear explicitly as arguments in the function and are considered as basic and independent arguments in the commutator operation.

An example will make the point clear. Let $u$ and $v$ be the elements $u=x_{1} x_{2}, v=x_{3} x_{1}$. Then we have

$$
\begin{aligned}
\{u v\} & =\left[\left[\left[x_{1}, x_{2}\right], x_{3}\right], x_{1}\right] \\
\{u v\}_{u} & =\left[\left[x_{1} x_{2}, x_{3}\right], x_{1}\right] \\
\{u v\}_{u, v} & =\left[x_{1} x_{2}, x_{3} x_{1}\right]
\end{aligned}
$$

## B. Properties of the Curly Bracket Operator

Let $f, g$, and $h$ be elements in the free associative ring generated by $x_{1}, x_{2}, \cdots, x_{N}$, and let $F, G$, and $G_{n}$ be the elements

$$
F=\{f\}, \quad G=\{g\}, \quad G_{n}=\left\{g_{n}\right\}
$$

where $g_{n}$ is the $n$ th-degree part of $g$. Then, if the zeroth-degree part of $f$ is zero, the following identities are true:

$$
\begin{align*}
\{f g\} & =\{F g\}_{F}  \tag{5}\\
\{f G\} & =[F, G]  \tag{6}\\
\{f G h\} & =\{f G h\}_{G}  \tag{7}\\
\left\{G_{n} h\right\} & =n\left\{G_{n} h\right\}_{G_{n}} \tag{8}
\end{align*}
$$

For proof see the Appendix.
For $h=1$, the last equation reads

$$
\begin{align*}
\left\{G_{n}\right\} & =n G_{n}  \tag{9}\\
\left\{\left\{g_{n}\right\}\right\} & =n\left\{g_{n}\right\} \tag{10}
\end{align*}
$$

Thus the curly bracket operation on a homogenous function is an essentially idempotent operation.

From the idempotency property we deduce the following statement:

Let $r_{n}$ be a homogenous function of $n$th degree. Then $\left\{r_{n}\right\}=0$ if and only if there exists a function $g_{n}$ such that

$$
\begin{equation*}
r_{n}=g_{n}-(1 / n)\left\{g_{n}\right\} \tag{11}
\end{equation*}
$$

Proof: If (11) is true, we have $\left\{r_{n}\right\}=\left\{g_{n}\right\}-$ $(1 / n)\left\{\left\{g_{n}\right\}\right\}=0$. If $\left\{r_{n}\right\}=0$, we put $g_{n}=r_{n}$, and (11) is true.

Some examples of vanishing curly brackets for the case of two generators are given below. In order to be in agreement with the notation in the BakerHausdorff formula, the generators are denoted by $x$ and $y$ :

$$
\begin{align*}
& \left\{x^{n}\right\}=0, \quad n=2,3,4, \cdots  \tag{12a}\\
& \{x y+y x\}=0  \tag{12b}\\
& \{x y(x y-y x)\}=0  \tag{12c}\\
& \left\{x y x\left(x^{2} y-2 x y x+y x^{2}\right)\right\}=0  \tag{12~d}\\
& \left\{x y\left(3 x y x y-3 y x y x+y^{2} x^{2}-x^{2} y^{2}\right)\right\}=0 \tag{12e}
\end{align*}
$$

## C. Application to Lie Elements

The Lie elements (or Lie functions) with respect to a set of generators $x_{1}, x_{2}, \cdots, x_{N}$ are defined recursively as follows. The commutator product $[u, v]$ of the Lie elements $u$ and $v$ is a Lie element. Any linear combination (finite or infinite) of Lie elements is a Lie element. The generators are Lie elements (of degree one).

The following theorem is of importance in connection with the Baker-Hausdorff formula.

Theorem: An element $L$ is a Lie element if and only if there exists an element $l$ such that

$$
\begin{equation*}
L=\{l\} . \tag{13}
\end{equation*}
$$

Proof: If $L$ is a Lie element of first or second degree, the existence of the element $l$ is obvious, since $x_{i}=\left\{x_{i}\right\}$ and $\left[x_{i}, x_{j}\right]=\left\{x_{i} x_{j}\right\}$. According to Eq. (6), the commutator product of two curly bracket expressions is a curly bracket expression. Hence, from the recursive definition of Lie elements, it follows that any Lie element may be written as a curly bracket expression. The reverse statement, that Eq. (13) implies that $L$ is a Lie element, is an obvious consequence of the definitions of the curly bracket operator and of the Lie element.

We can now formulate the following characterization of a homogenous Lie element:

A homogenous element $L_{n}$ of $n$th degree is a Lie element if and only if

$$
\begin{equation*}
\left\{L_{n}\right\}=n L_{n} \tag{14}
\end{equation*}
$$

Proof: If $L_{n}$ is a Lie element, then by Eq. (13) there exists an element $l_{n}$ such that $L_{n}=\left\{l_{n}\right\}$. Hence, $\left\{L_{n}\right\}=\left\{\left\{l_{n}\right\}\right\}=n\left\{l_{n}\right\}=n L_{n}$. Conversely, if Eq. (14) is true, $L_{n}$ can be expressed as $L_{n}=(1 / n)\left\{L_{n}\right\}$, which by Eq. (13) implies that $L_{n}$ is a Lie element.

Consider a Lie function $L$ which is written as a sum of terms of increasing degree,

$$
\begin{equation*}
L=\sum_{n=1}^{\infty} L_{n} \tag{15}
\end{equation*}
$$

Then, by means of Eq. (14),

$$
\begin{equation*}
\{L\}=\sum_{n=1}^{\infty} n L_{n} . \tag{16}
\end{equation*}
$$

## III. THE BAKER-HAUSDORFF FORMULA

## A. Some Symmetry Properties

Henceforth, the generators are $x$ and $y$. They are arguments in the curly bracket operation when nothing else is denoted.

As is well known, ${ }^{1,4,5}$ the function $z$ defined by

$$
\begin{equation*}
e^{z}=e^{x} e^{y}, \quad z=f(x, y) \tag{17}
\end{equation*}
$$

is a Lie function of $x$ and $y$. By means of the inverted equation $\exp (-z)=\exp (-y) \exp (-x)$, we obtain the symmetry property

$$
\begin{equation*}
z=f(x, y)=-f(-y,-x) \tag{18}
\end{equation*}
$$

If we make the decomposition

$$
\begin{equation*}
z=S+A, \quad S \text { odd degree, } \quad A \text { even degree, } \tag{19}
\end{equation*}
$$

the symmetry property (18) tells us that the odd part is symmetric (with respect to permutation of the arguments), while the even part is antisymmetric:

$$
\begin{equation*}
z=f(x, y)=S+A, f(y, x)=S-A \tag{20}
\end{equation*}
$$

Next consider the equation

$$
e^{f(y, x)}=e^{y} e^{x}=e^{-x} e^{z} e^{x}=\exp \left(e^{-x} z e^{x}\right)
$$

from which we extract

$$
\begin{equation*}
f(y, x)=e^{-x} z e^{x} \tag{21}
\end{equation*}
$$

By means of a well-known commutator expansion, we get in our notation

$$
\begin{equation*}
f(y, x)=\left\{z e^{x}\right\}_{z} \tag{22}
\end{equation*}
$$

That is,

$$
\begin{align*}
S-A & =\left\{S e^{x}\right\}_{S}+\left\{A e^{x}\right\}_{A} \\
\left\{A\left(e^{x}+1\right)\right\}_{A} & =\left\{S\left(1-e^{x}\right)\right\}_{S} \tag{23}
\end{align*}
$$

This equation can be solved with respect to $A$ by multiplication from the right by $\left(e^{x}+1\right)^{-1}$, followed by curly bracket operation

$$
\begin{equation*}
A=-\{S \tanh (x / 2)\}_{S} . \tag{24a}
\end{equation*}
$$

By permutation of $x$ and $y$,

$$
\begin{equation*}
A=\{S \tanh (y / 2)\}_{S} \tag{24b}
\end{equation*}
$$

These are useful relations, by which $A$ can easily be obtained to one degree higher than $S$. They exhibit a peculiar property, viz., that $A$ can always be expressed in such a way that (say) $y$ is to the right in the curly bracket.

Combining the last two equations, we get the interesting relation

$$
\begin{equation*}
\{S(\tanh (x / 2)+\tanh (y / 2))\}_{S}=0 \tag{25}
\end{equation*}
$$

The author has not been able to utilize this relation to obtain a recursive solution for $S$.

## B. Expansion of $z=\log \left(e^{x} e^{y}\right)$ in a Commutator Series

The idea of the present method is to utilize the properties of Lie functions with respect to the curly bracket operation. If the Lie function $z$ is known as an expansion in terms of basic ring elements (monomials),

$$
\begin{equation*}
z=\sum_{n=1}^{\infty} z_{n} \quad\left(z_{n}, \text { TERMS OF DEGREE } n\right), \tag{26}
\end{equation*}
$$

then, by Eq. (14), $z$ can be expressed as an explicit commutator series,

$$
\begin{equation*}
z=\sum_{n=1}^{\infty}(1 / n)\left\{z_{n}\right\} \tag{27}
\end{equation*}
$$

An expansion of the first type was, in fact, found by Goldberg, ${ }^{7}$ who attacked the problem from a combinatorial point of view. The present derivation of

Goldberg's result is based on an integral representation, and is presented here because of its simplicity and to exhibit some intermediate results.

If we imagine that $z$ is written as a sum of monomials, it is obvious that we can make a unique decomposition,

$$
\begin{equation*}
z=x \xi(x, y)+y \eta(x, y) \tag{28}
\end{equation*}
$$

into terms $x \xi(x, y)$ beginning with a power of $x$, and terms $y \eta(x, y)$ beginning with a power of $y$. From Eq. (18), we get the symmetry transform $\eta(x, y)=$ $\xi(-y,-x)$ by which $z$ can be expressed by one of the parts, say

$$
\begin{equation*}
z=x \xi(x, y)+y \xi(-y,-x) \tag{29}
\end{equation*}
$$

The result of curly bracket operation is

$$
\begin{equation*}
\{z\}=\sum_{n=1}^{\infty} n z_{n}=\{x \xi(x, y)\}+\{y \xi(-y,-x)\} . \tag{30}
\end{equation*}
$$

Hence, if $\xi(x, y)$ is known as a power series in $x$ and $y, z_{n}$ may easily be expressed as a sum of repeated commutator products.

Our starting point is the identity

$$
\begin{equation*}
z=\int_{0}^{1} g(z, p) d p \tag{31}
\end{equation*}
$$

The function

$$
\begin{equation*}
g(z, p)=\left[\left(e^{z}-1\right)^{-1}+1-p\right]^{-1} \tag{32}
\end{equation*}
$$

is of fundamental importance in the present paper, as well as in Goldberg's. Making use of the notation

$$
a=e^{x}-1, \quad b=e^{y}-1, \quad \beta=1-e^{-y},
$$

and introducing $e^{z}=e^{x} e^{y}$ in the integral (31), we obtain

$$
\begin{align*}
z & =\left(e^{x} e^{y}-1\right) \int_{0}^{1}\left[1+\left(e^{x} e^{y}-1\right)(1-p)\right]^{-1} d p \\
& =\left(e^{x}-e^{-y}\right) \int_{0}^{1}\left[e^{-y}+\left(e^{x}-e^{-y}\right)(1-p)\right]^{-1} d p \\
& =(a+\beta) \int_{0}^{1}[1-a(p-1)-\beta p]^{-1} d p \tag{33}
\end{align*}
$$

From this result we select terms beginning with a power of $x$ :

$$
\begin{align*}
x \xi(x, y) & =a \int_{0}^{1}[1-a(p-1)-\beta p]^{-1} d p  \tag{34}\\
& =a \int_{0}^{1} d p \sum_{n=0}^{\infty}[a(p-1)+\beta p]^{n} \\
& =\int_{0}^{1} d p \sum(p-1)^{\tau-1} p^{\sigma} a^{s_{1}} \beta^{s_{2}} a^{s_{3}} \cdots(a \vee \beta)^{s_{m}},  \tag{35}\\
\tau & =s_{1}+s_{3}+\cdots, \quad \sigma=s_{2}+s_{4}+\cdots
\end{align*}
$$

The symbol $a \vee \beta$ means $a$ if $m$ is odd, and $\beta$ if $m$ is even. The sum is taken over all positive integer values
of $m$ and $s_{i}$, such that the possible terms in the sum are

$$
a^{s_{1}}, a^{s_{1}} \beta^{s_{2}}, a^{s_{1}} \beta^{s_{2}} a^{s_{3}}, \cdots
$$

with the exponents running independently over all positive integers.

From Eq. (35) we could proceed by first performing the integration. This would result in an expansion in powers of $a$ and $\beta$ :
$x \xi(x, y)=\sum(-1)^{r-1} B(\tau, \sigma+1) a^{s_{1}} \beta^{s_{2}} a^{s_{3}} \cdots(a \vee \beta)^{s_{m}}$.
The function $B$ is the Beta function:

$$
\begin{aligned}
B(u, v) & =B(v, u)=\int_{0}^{1} p^{u-1}(1-p)^{v-1} d p \\
& =\Gamma(u) \Gamma(v) / \Gamma(u+v) .
\end{aligned}
$$

This and other expansions can be made by starting from Eq. (34) or Eq. (35). However, we shall proceed along the following lines. In Eq. (35) we sum over $s_{1}, s_{2}, \cdots, s_{m}$, keeping $m$ constant. Then, by the symmetry property

$$
\begin{equation*}
g(-y, 1-p)=-g(y, p) \tag{37}
\end{equation*}
$$

the result can be presented as

$$
\begin{align*}
x \xi(x, y)=\sum_{m=1}^{\infty} & \int_{0}^{1} d p p^{m^{\prime}}(p-1)^{m^{\prime \prime}} g(x, p) g(y, p) \\
& \times g(x, p) \cdots[g(x, p) \vee g(y, p)] \tag{38}
\end{align*}
$$

where $m^{\prime}=[m / 2]$ and $m^{\prime \prime}=[(m-1) / 2]$. The number of $g$ functions is $m$.

For the sake of completeness we also give the formula

$$
\begin{align*}
& y \eta(x, y)=\sum_{m=1}^{\infty} \int_{0}^{1} d p p^{m^{\prime \prime}}(p-1)^{m^{\prime}} g(y, p) g(x, p) \\
& \times g(y, p) \cdots[g(y, p) \vee g(x, p)], \tag{39}
\end{align*}
$$

which is obtained from Eq. (38) by a symmetry transform.

Following Goldberg, ${ }^{7}$ to whom we refer for further details, we introduce the polynomials $G_{n}(p), n=$ $1,2, \cdots$, defined by the generating function

$$
\begin{equation*}
g(x, p)=\sum_{n=1}^{\infty} G_{n}(p) x^{n} . \tag{40}
\end{equation*}
$$

Then, from (38) and (39) we obtain Goldberg's result:
$x \xi(x, y)=\sum c_{x}\left(s_{1}, s_{2}, \cdots, s_{m}\right) x^{s_{1}} y^{s_{2}} x^{s_{3}} \cdots(x \vee y)^{s_{m}}$,
$y \eta(x, y)=\sum c_{y}\left(s_{1}, s_{2}, \cdots, s_{m}\right) y^{s_{1} x^{s_{2}} y^{s_{3}} \cdots(y \vee x)^{s_{m}}, ~}$

$$
\begin{align*}
& c_{x}\left(s_{1}, s_{2}, \cdots, s_{m}\right) \\
&=(-1)^{n+1} c_{v}\left(s_{1}, s_{2}, \cdots, s_{m}\right) \\
&=\int_{0}^{1} d p p^{m^{\prime}}(p-1)^{m^{\prime \prime}} G_{s_{1}}(p) G_{s_{3}}(p) \cdots G_{s_{m}}(p), \\
& n=s_{1}+s_{2}+\cdots+s_{m} . \tag{43}
\end{align*}
$$

The summation is over all positive integer values of $m$ and $s_{j}$.

Now, the sum of (41) and (42) has the extremely well-hidden property of being a Lie function, the property which can be made explicit by the curly bracket operator:

$$
\{z\}=\sum_{n=1}^{\infty} n z_{n}=\{x \xi(x, y)\}+\{y \eta(x, y)\} .
$$

From the definition of the curly bracket operator it is obvious that terms like $\left\{x^{s_{1}} b^{s_{2}} \cdots\right\}, s_{1}>1$, are zero. Thus, from Eq. (41)

$$
\begin{aligned}
&\{x \xi(x, y)\}=x+\sum_{m>1} c_{\alpha}\left(1, s_{2}, \cdots, s_{m}\right) \\
& \times\left\{x y^{s_{2}} x^{s_{3}} \cdots(x \vee y)^{s_{m}}\right\} .
\end{aligned}
$$

By means of the symmetry property (29), our result may be expressed as

$$
\begin{gather*}
z=x+y+\{x \varphi(x, y)\}+\{y \varphi(-y,-x)\},  \tag{44}\\
\varphi(x, y)=\sum b\left(r_{1}, r_{2}, \cdots, r_{m}\right) y^{r_{1}} x^{r_{2}} \cdots(y \vee x)^{r_{m}}, \tag{45}
\end{gather*}
$$

where the coefficients are given by

$$
\begin{equation*}
b\left(r_{1}, r_{2}, \cdots, r_{m}\right)=\left(1+\sum_{i=1}^{m} r_{i}\right)^{-1} c_{x}\left(1, r_{1}, r_{2}, \cdots, r_{m}\right) \tag{46}
\end{equation*}
$$

and the sum is taken over all positive integer values of $m$ and $r_{i}$.
It should be emphasized that an expansion in terms of commutators may be expressed in an infinite number of ways. This is due to the linear dependence of the commutators, see Eqs. (12, a-e). For instance, we know from Eqs. (24) that the antisymmetric part $A$ of $z$ can always be expressed as the curly bracket of a function whose last factor is $x$ (or $y$ ). The expansion which is given above has a supernumerary number of higher-order commutators. It seems rather difficult to obtain an explicit expansion such that $z_{n}$ is expressed as a curly bracket operating on the fewest possible number of basic ring elements. To sixth order we have obtained the results:

\[

\]

## C. A Recursive Solution

Various recursive solutions may be written down. The following one is relatively simple, and well adapted for practical use.

We start with the identity

$$
\begin{equation*}
\left(e^{\nu}+e^{-x}\right) z=\left(e^{\nu}-e^{-x}\right) z \operatorname{coth}(z / 2) \tag{48}
\end{equation*}
$$

which is easily shown to be true by multiplication with $e^{x}$ from the left. As usual we consider $x$ and $y$ as arguments and $z$ as a function of them. The curly bracket operation gives the result

$$
\{(2+y-x) z\}=\{(x+y) z \operatorname{coth}(z / 2)\},
$$

which is true due to the fact that terms starting with $x^{n}$ or $y^{n}, n>1$, are annihilated by the curly bracket operator. With the notation $u=x+y, v=x-y$, the result reads

$$
\begin{equation*}
\{z\}=\frac{1}{2}\{v z\}+\{u(z / 2) \operatorname{coth}(z / 2)\} . \tag{49}
\end{equation*}
$$

That is, we have a recursive solution,

$$
\begin{equation*}
z_{1}=u, \quad n z_{n}=\frac{1}{2}\left\{v z_{n-1}\right\}+\left\{u[(z / 2) \operatorname{coth}(z / 2)]_{n-1}\right\} . \tag{50}
\end{equation*}
$$

The index $n-1$ denotes the $(n-1)$ th-degree part of the term. We can take advantage of Eq. (7), by which any of the Lie functions $z_{i}$ may be considered as an independent argument in the curly bracket operation. For instance,

$$
\left\{v z_{n-1}\right\}=\left\{v z_{n-1}\right\}_{z_{n-1}}=\left[v, z_{n-1}\right] .
$$

In the usual commutator notation the first recurrence relations read:

$$
\begin{align*}
z_{1} & =u, \\
2 z_{2} & =\frac{1}{2}\left[v, z_{1}\right], \\
3 z_{3} & =\frac{1}{2}\left[v, z_{2}\right], \\
4 z_{4} & =\frac{1}{2}\left[v, z_{3}\right]+\left(\frac{1}{12}\right)\left[\left[u, z_{2}\right], z_{1}\right], \\
5 z_{5} & =\frac{1}{2}\left[v, z_{4}\right]+\left(\frac{1}{12}\right)\left[\left[u, z_{2}\right], z_{2}\right]+\left(\frac{1}{12}\right)\left[\left[u, z_{3}\right], z_{1}\right] . \tag{51}
\end{align*}
$$

D. Expansion in Powers of $y$

We shall derive a recurrence relation which gives $z$ as a commutator series

$$
\begin{equation*}
z=z_{(0)}+z_{(1)}+\cdots+z_{(n)}+\cdots \tag{52}
\end{equation*}
$$

of increasing degree ( $n$ ) with respect to $y$. The function $z_{(n)}$ is obviously a Lie function for all $n$, and $z_{(0)}$ is the element $x$. By the symmetry property, $z=f(x, y)=$ $-f(-y,-x)$, the expansion above can easily be translated into one of increasing powers of $x$.

If we let the parameter $t$ be attached to the generator $y, z$ becomes a function of $t$,

$$
\begin{equation*}
e^{x}=e^{x} e^{\nu t} \tag{53}
\end{equation*}
$$

and Eq. (52) becomes an expansion in powers of $t$. We shall obtain an expression for the derivative $\dot{z}$ with respect to $t$.

In general one has the expansion

$$
e^{w+\Delta w}=e^{w}+e^{w}\left\{\Delta w\left(e^{w}-1\right) / w\right\}_{\Delta w, w}
$$

+ terms of higher degree, which gives the formula

$$
\begin{equation*}
d e^{w} / d t=e^{w w}\left\{\dot{w}\left(e^{w}-1\right) / w\right\}_{\dot{w}, w} . \tag{54}
\end{equation*}
$$

We take the derivative of Eq. (53) with respect to $t$, and multiply from the left by $e^{-z}$. The result is the equation

$$
\left\{\dot{z}\left(e^{z}-1\right) / z\right\}_{i, z}=y,
$$

which may be solved with respect to $\dot{z}$ :

$$
\dot{z}=\left\{y z\left(e^{z}-1\right)^{-1}\right\}_{z}=\left\{y z\left(e^{z}-1\right)^{-1}\right\}
$$

We put $t=1$ and get

$$
\begin{equation*}
\sum_{n=1}^{\infty} n z_{(n)}=\left\{y z\left(e^{z}-1\right)^{-1}\right\} \tag{55}
\end{equation*}
$$

The expression $z\left(e^{z}-1\right)^{-1}$ is related in a simple way to the function $\xi(x, y)$ [and to the function $\eta(x, y)]$ defined by Eq. (29). If we write $z$ in the form

$$
\begin{aligned}
z & =\left(e^{x} e^{y}-1\right)\left(e^{z}-1\right)^{-1} z \\
& =\left(e^{x}-1\right) e^{y}\left(e^{z}-1\right)^{-1} z+\left(e^{y}-1\right)\left(e^{z}-1\right)^{-1} z
\end{aligned}
$$

we find the relation

$$
\begin{equation*}
\left(e^{z}-1\right)^{-1} z=e^{-y} x\left(e^{x}-1\right)^{-1} \xi(x, y) \tag{56}
\end{equation*}
$$

That is

$$
\begin{equation*}
\sum_{n=1}^{\infty} n z_{(n)}=\left\{y x\left(e^{x}-1\right)^{-1} \xi(x, y)\right\} \tag{57}
\end{equation*}
$$

which gives a recurrence relation of formally simple structure,

$$
\begin{equation*}
n z_{(n)}=\left\{y x\left(e^{x}-1\right)^{-1} \xi(x, y)_{(n-1)}\right\} . \tag{58}
\end{equation*}
$$

The main difficulty in application is, of course, to select the term $\xi(x, y)_{(n-1)}$ from $z_{(n-1)}$.

The first step goes as follows:

$$
\begin{align*}
& z_{(0)}=x, \text { i.e., } \quad \xi_{(0)}=1, \\
& z_{(1)}=\left\{y x\left(e^{x}-1\right)^{-1}\right\}=y+\sum_{n=1}^{\infty}\left(B_{n} / n!\right)\left\{y x^{n}\right\} \tag{59}
\end{align*}
$$

( $B_{n}$ Bernoulli number).
For the next step, consider a term like $\left\{y x^{n}\right\}, n>0$. The term starting with $y$ is $y x^{n}$, and the term starting with a power of $x$ is

$$
\begin{equation*}
\left\{y x^{n}\right\}-y x^{n}=-\sum_{k=1}^{n} x\left\{y x^{n-k}\right\} x^{k-1} \tag{60}
\end{equation*}
$$

Hence,

$$
\begin{align*}
x \xi(x, y)_{(1)} & =\left\{y x\left(e^{x}-1\right)^{-1}\right\}-y x\left(e^{x}-1\right)^{-1}  \tag{61}\\
\xi(x, y)_{(1)} & =-\sum_{n=1}^{\infty} \sum_{k=1}^{n}\left(B_{n} / n!\right)\left\{y x^{n-k}\right\} x^{k-1}  \tag{62}\\
z_{(2)} & =\frac{1}{2}\left\{y x\left(e^{x}-1\right)^{-1} \xi(x, y)_{(1)}\right\} \tag{63}
\end{align*}
$$

We shall not proceed any further with the iteration process. It should be pointed out that Eq. (57) can be solved by one of the previous results, for instance, by Eq. (34),
$x\left(e^{x}-1\right)^{-1} \xi(x, y)=\int_{0}^{1} d p[1-a(p-1)-\beta p]^{-1}$
This gives the equation

$$
\begin{equation*}
\sum_{n=1}^{\infty} n z_{(n)}=\int_{0}^{1} d p\left\{y[1-a(p-1)-\beta p]^{-1}\right\} \tag{64}
\end{equation*}
$$

from which $z_{n}$ may be obtained by the expansion technique which we have previously used. The result is essentially of the same type as previous results in the present paper.

## APPENDIX: PROOF OF THE IDENTITIES (5)-(8)

Because of the linearity property (1d) in the definition of the curly bracket operator, it is sufficient to prove the identities for the case that $f, g$, and $h$ are monomials. Further, we note that the identities are trivially true when $g$ is of degree zero, i.e., $G=$ $\{g\}=0$. Thus we let $f, g$, and $h$ be the monomials:

$$
\begin{array}{ll}
f=x_{a} x_{b} \cdots x_{b} & (\text { (DEGREE }>0), \\
g=x_{i} x_{j} \cdots x_{k} & (\text { DEGREE }>0), \\
h=x_{p} x_{q} \cdots x_{r} & (\text { (DEGREE }>0), \\
h=h_{0} & (\text { DEGREE ZERO). }
\end{array}
$$

or

1. Proof of Eq. (5): $\{f g\}=\{F g\}_{F}$ : From Eq. (4), we have (as a matter of notation)

$$
\begin{aligned}
\{f g\} & =\left\{x_{a} x_{b} \cdots x_{c} x_{i} x_{j} \cdots x_{k}\right\} \\
& =\left[\cdots\left[F, x_{i}\right], \cdots, x_{k}\right] \\
& =\left\{F x_{i} \cdots x_{k}\right\}_{F}=\{F g\}_{F} .
\end{aligned}
$$

2. Proof of Eq. (6): $\{f G\}=[F, G]$ : The equation is true when $G$ is of first degree, that is when $G=$ $\left\{x_{i}\right\}=x_{i}$. In that case we have from Eq. (5)

$$
\left\{f x_{i}\right\}=\left[F, x_{i}\right]=\left\{F x_{i}\right\}_{F} .
$$

The general proof goes by induction, assuming the equation to be true when $G$ is of $n$th degree. We put $G_{n+1}=\left[G_{n}, x_{m}\right]$ and get

$$
\begin{aligned}
\left\{f G_{n+1}\right\} & =\left\{f G_{n} x_{m}\right\}-\left\{f x_{m} G_{n}\right\} \\
& =\left\{f G_{n}\right\} x_{m}-x_{m}\left\{f G_{n}\right\}-\left[\left\{f x_{m}\right\}, G_{n}\right] \\
& =\left[F, G_{n}\right] x_{m}-x_{m}\left[F, G_{n}\right]-\left[\left[F, x_{m}\right], G_{n}\right] \\
& =\left[F,\left[G_{n}, x_{m}\right]\right]=\left[F, G_{n+1}\right] . \quad \text { Q.E.D. }
\end{aligned}
$$

3. Proof of Eq. (7): $\{f G h\}=\{f G h\}_{G}$ : From Eqs. (6) and (1c),

$$
\{f G\}=[F, G]=[\{f\}, G]=\{f G\}_{G} .
$$

Thus, Eq. (7) is true when $h$ is of degree zero. Now, let $h$ be a monomial of positive degree. Then, from the last equation, we get by repeated commutator multiplication with the factors in $h$,

$$
\begin{aligned}
& \left.\left[\cdots\left[\{f G\}, x_{p}\right], x_{q}\right], \cdots, x_{r}\right] \\
& \left.\quad=\left[\cdots\left[\{f G\}_{G}, x_{p}\right], x_{q}\right], \cdots, x_{r}\right] .
\end{aligned}
$$

That is

$$
\{f G h\}=\{f G h\}_{G} .
$$

4. Proof of Eq. (8): $\left\{G_{n} h\right\}=n\left\{G_{n} h\right\}_{G_{n}}$ : We first
prove the equation $\left\{G_{n}\right\}=n G_{n}$, which is obviously true for $n=1$. The proof is carried out by induction. We assume the equation to be true for $G_{n}$, and express $G_{n+1}$ as the commutator $G_{n+1}=\left[G_{n}, x_{m}\right]$. The result is

$$
\begin{aligned}
\left\{G_{n+1}\right\} & =\left\{G_{n} x_{m}\right\}-\left\{x_{m} G_{n}\right\} \\
& =\left\{G_{n}\right\} x_{m}-x_{m}\left\{G_{n}\right\}-\left\{x_{m} G_{n}\right\}_{G_{n}} \\
& =n G_{n} x_{m}-x_{m} n G_{n}-x_{m} G_{n}+G_{n} x_{m} \\
& =(n+1)\left[G_{n}, x_{m}\right]=(n+1) G_{n+1} .
\end{aligned}
$$

Thus, Eq. (8) is true when $h$ is of degree zero. The generalization to the case that $h$ is a monomial of positive degree is obvious in light of the technique used in the proof of Eq. (7) above.
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## I. INTRODUCTION

Recent work ${ }^{1}$ on the three-particle problem has used the off-energy-shell scattering amplitudes of the two-body subsystems in the construction of the resolvent for the three-particle system. It is reasonable, therefore, to expect that the Coulomb Green's function can supply the necessary two-body information for the solution of atomic three-body problems.

It is easy to obtain the Coulomb scattering amplitude from the Coulomb Green's function in all the necessary generality. Unfortunately, the Coulomb scattering amplitude is not a very simple function in a two-body Hilbert space, with the result that application in a three-body Hilbert space involves some mathematical difficulty. The primary problem associated with the off-energy-shell Coulomb $T$ matrix is that, in the momentum representation, it has a regular singularity of imaginary exponent lying

[^127]squarely on the energy shell, thus making it impossible to define for "physical" scattering. ${ }^{2}$

We can illustrate these comments by solving

$$
G_{0} T=G V
$$

for the Coulomb $T$ matrix, where $G_{0}$ is the freeparticle Green's function, $T$ the desired $T$ matrix, $G$ is the Coulomb Green's function, and $V$ the Coulomb potential. ${ }^{3}$ For an attractive potential the result is

$$
\begin{align*}
\left\langle\mathbf{k}_{2}\right| & T\left(k^{2}\right)\left|\mathbf{k}_{1}\right\rangle \\
= & -\frac{e^{2}}{2 \pi^{2}} \frac{1}{\left|\mathbf{k}_{2}-\mathbf{k}_{1}\right|^{2}} \\
& \times\left[1-\frac{4 i v}{e^{2 \pi v}-1} \int_{C_{0}} d t t^{-i v} \frac{1}{\epsilon(1-t)^{2}-4 t}\right], \tag{1}
\end{align*}
$$

where

$$
\nu=\frac{m e^{2}}{k^{2}}, \quad k^{2}=2 m E, \quad \epsilon=\frac{\left(k^{2}-k_{1}^{2}\right)\left(k^{2}-k_{2}^{2}\right)}{k^{2}\left|\mathbf{k}_{1}-\mathbf{k}_{2}\right|^{2}} .
$$

$E$ is the energy appearing in the Green's function.
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## I. INTRODUCTION

Recent work ${ }^{1}$ on the three-particle problem has used the off-energy-shell scattering amplitudes of the two-body subsystems in the construction of the resolvent for the three-particle system. It is reasonable, therefore, to expect that the Coulomb Green's function can supply the necessary two-body information for the solution of atomic three-body problems.

It is easy to obtain the Coulomb scattering amplitude from the Coulomb Green's function in all the necessary generality. Unfortunately, the Coulomb scattering amplitude is not a very simple function in a two-body Hilbert space, with the result that application in a three-body Hilbert space involves some mathematical difficulty. The primary problem associated with the off-energy-shell Coulomb $T$ matrix is that, in the momentum representation, it has a regular singularity of imaginary exponent lying
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We can illustrate these comments by solving

$$
G_{0} T=G V
$$

for the Coulomb $T$ matrix, where $G_{0}$ is the freeparticle Green's function, $T$ the desired $T$ matrix, $G$ is the Coulomb Green's function, and $V$ the Coulomb potential. ${ }^{3}$ For an attractive potential the result is

$$
\begin{align*}
\left\langle\mathbf{k}_{2}\right| & T\left(k^{2}\right)\left|\mathbf{k}_{1}\right\rangle \\
= & -\frac{e^{2}}{2 \pi^{2}} \frac{1}{\left|\mathbf{k}_{2}-\mathbf{k}_{1}\right|^{2}} \\
& \times\left[1-\frac{4 i v}{e^{2 \pi v}-1} \int_{C_{0}} d t t^{-i v} \frac{1}{\epsilon(1-t)^{2}-4 t}\right], \tag{1}
\end{align*}
$$

where

$$
\nu=\frac{m e^{2}}{k^{2}}, \quad k^{2}=2 m E, \quad \epsilon=\frac{\left(k^{2}-k_{1}^{2}\right)\left(k^{2}-k_{2}^{2}\right)}{k^{2}\left|\mathbf{k}_{1}-\mathbf{k}_{2}\right|^{2}} .
$$

$E$ is the energy appearing in the Green's function.
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Fig. 1. Analytic configuration of the integrand in Eq. (1).
The integration contour $C_{0}$ starts at $t=1$, slightly above the real axis. It moves to the origin and around the origin once in the positive sense. It finally moves to $t=1$, slightly below the real axis. $C_{0}$ can be deformed as shown in Fig. 1, into the unit circle excluding the one pole of the integrand lying within the unit circle.

The integrand in Eq. (1) can be factored into two simple poles, one lying inside the unit circle and the other outside:

$$
\begin{align*}
\left\langle\mathbf{k}_{2}\right| & T\left(k^{2}\right)\left|\mathbf{k}_{1}\right\rangle \\
= & -\frac{e^{2}}{2 \pi^{2}} \frac{1}{\left|\mathbf{k}_{2}-\mathbf{k}_{1}\right|^{2}} \\
& \times\left[1-\frac{4 i \nu}{e^{2 \pi v}-1} \frac{1}{\epsilon} \int_{C_{0}} d t \frac{t^{-i v}}{\left(t-t_{+}\right)\left(t-t_{-}\right)}\right] \tag{2}
\end{align*}
$$

where $t_{+}=t_{-}^{-1}=\left[(1-\epsilon)^{\frac{1}{2}}-1\right] /\left[(1+\epsilon)^{\frac{1}{2}}+1\right]$.
If we take $t_{+}$to lie on the principal sheet with $\arg t_{+}=\theta, t_{-}$lies on the lower sheet with $\arg t_{-}=-\theta$. If we denote by $C_{1}$ the contour taken around the unit circle in the positive sense, and by $C_{2}$ the contour about $t_{+}$in the negative sense, we have by Cauchy's theorem

$$
\begin{equation*}
\left(\int_{C_{0}} d t-\int_{C_{1}} d t-\int_{C_{2}} d t\right) \frac{t^{-i \nu}}{\left(t-t_{+}\right)\left(t-t_{-}\right)}=0 \tag{3}
\end{equation*}
$$

The energy-shell condition is given by

$$
\begin{equation*}
k_{1}^{2}=k^{2}=k_{2}^{2} \tag{4}
\end{equation*}
$$

for which $\epsilon$ and therefore $t_{+}$vanishes. The energy shell can be approached in two ways. If $t_{+}$lies on the principal sheet in the $t$ plane, the value of the Coulomb $T$ matrix approaches the value at the energy shell discontinuously as $t_{+}$squeezes out of the contour $C_{2}$ and moves to the branch point. If, on the other hand,
$t_{+}$does not lie on the principal sheet, there is no contribution at all from $C_{2}$ and the value at the energy shell is approached continuously. On shell, then, we take only contributions from $C_{1}$.

For small $\epsilon$ the integrand in Eq. (1) can be expanded in a series, uniformly convergent on the unit circle. Thus the term in the square bracket in Eq. (1) becomes

$$
\begin{align*}
1+\frac{4 i v}{e^{2 \pi v}-1} & \int_{C_{1}} d t \frac{t^{t^{-i v-1}}}{4}\left[1-\frac{\epsilon(1-t)^{2}}{4 t}\right]^{-1} \\
= & 1+\frac{i \nu}{e^{2 \pi v}-1} \int_{e^{0 i}}^{e^{2 \pi i}} d t t^{-i v-1} \\
& \times\left[1+\frac{1}{4} \epsilon\left(t-2+t^{-1}\right)+O\left(\epsilon^{2}\right)\right] \\
& =\frac{1}{2} \epsilon\left(1+v^{2}\right)^{-1}+O\left(\epsilon^{2}\right) \tag{5}
\end{align*}
$$

We have the result that the value of the Coulomb $T$ matrix in the momentum representation is zero on the energy shell. This result is quite useful in the threeparticle Hilbert space but should not be interpreted as a physical result in the two-particle Hilbert space. This apparent paradox is resolved by observing that momentum eigenstates are not acceptable asymptotic scattering states for the Coulomb potential. A brief look at time-dependent scattering theory will make this clear.

In the remainder of this paper we shall show how the physical scattering amplitude is obtained from formal scattering theory using the momentum representative of $T$ given by Eq. (1). This will be followed by a derivation of the off-shell unitarity condition for $T$. Finally, we shall examine the series for the amplitude for elastic scattering of a particle by a bound two-particle system developed in terms of the Faddeev three-body kernel. Taking a representative term of this series we use the results of the off-shell unitarity condition to express this term in the proper asymptotic representation.

## II. COULOMB SCATTERING

According to formal scattering theory, the physical scattering amplitude is obtained by letting the energy variable in the $T$ matrix approach the real axis from above. In our case, where the $T$ matrix is given by Eq. (1), this would correspond to giving $k^{2}$ a vanishingly small imaginary part. From this point of view we should be able to obtain the physical scattering amplitude from Eq. (1) by expanding $\left\langle\mathbf{k}_{1}\right| T\left(k^{2}\right)\left|\mathbf{k}_{2}\right\rangle$ about the energy shell and taking the limit as $k_{1}^{2}$ and $k_{2}^{2}$ approach $k^{2}$ continuously.

Unfortunately, this approach is not possible in the case of the Coulomb $T$ matrix because as we have seen, it does not approach its value on the energy
shell continuously. For $\epsilon$, small but not zero, we find that the path of integration over the parameter $t$ along $C_{0}$ can be deformed into an integral along the contours $C_{1}$ and $C_{2}$. The contribution from $C_{2}$ is just the residue at $t=t_{+}$. For $\epsilon$ sufficiently small we have

$$
\begin{equation*}
t_{+} \approx \frac{1}{4} \epsilon \tag{6}
\end{equation*}
$$

and

$$
\begin{align*}
\left\langle\mathbf{k}_{2}\right| & T\left(k^{2}\right)\left|\mathbf{k}_{1}\right\rangle \\
= & -\frac{e^{2}}{2 \pi^{2}} \frac{1}{\left|\mathbf{k}_{2}-\mathbf{k}_{1}\right|^{2}} \frac{\epsilon}{2} \frac{1}{1+v^{2}}-\frac{e^{2}}{\pi} \nu \frac{1}{\left|\mathbf{k}_{1}-\mathbf{k}_{2}\right|^{2}} \\
& \times \frac{1}{e^{2 \pi v}-1}\left[\frac{\left(k^{2}-k_{1}^{2}\right)\left(k^{2}-k_{2}^{2}\right)}{4 k^{2}\left|\mathbf{k}_{1}-\mathbf{k}_{2}\right|^{2}}\right]^{-i v}+O\left(\epsilon^{2}\right) . \tag{7}
\end{align*}
$$

Clearly, the second term in this equation approaches no limit continuously as $k_{1}^{2}$ and $k_{2}^{2}$ are made to approach $k^{2}$ for $v$ real. ${ }^{2}$
This difficulty can be easily straightened out by taking a look at time-dependent scattering theory. We will not develop all the results quoted below but we will refer the reader to a standard treatment of time-dependent scattering theory whenever the result is not obvious.
The amplitude for scattering of a particle from an asymptotic $\delta$-function-normalized initial state to an asymptotic $\delta$-function-normalized final state is given by

$$
\begin{equation*}
S_{\mathrm{fi}}=\lim _{t \rightarrow \infty}\left\langle\Phi_{\mathrm{f}}\right| U(t, 0) U(0,-t)\left|\Phi_{\mathrm{i}}\right\rangle, \tag{8}
\end{equation*}
$$

where the asymptotic state vectors are time-independent, and $U(t, 0)$ and $U(0,-t)$ are unitary operators which in the limit approach the (not' necessarily unitary) Moller operators. If we express the asymptotic state as a wave packet composed of momentum components clustering about the value $\mathbf{k}_{1,2}$,

$$
\begin{equation*}
\left|\Phi_{i, \ell}\right\rangle=\int d \mathbf{k}\left\langle\mathbf{k} \mid \Phi_{i, \ell}\right\rangle|\mathbf{k}\rangle, \tag{9}
\end{equation*}
$$

we can usually replace the asymptotic states $\left|\Phi_{\mathrm{i}}\right\rangle$ and $\left|\Phi_{1}\right\rangle$ by momentum eigenstates. The physical scattering amplitude is then accurately given by

$$
\begin{equation*}
S_{\mathbf{k}_{2}, \mathbf{k}_{1}}=\lim _{t \rightarrow \infty}\left\langle\mathbf{k}_{2}\right| U(t, 0) U(0,-t)\left|\mathbf{k}_{\mathbf{1}}\right\rangle . \tag{10}
\end{equation*}
$$

In order that Eq. (10) may be substituted for Eq. (8) we require that $\left\langle\mathbf{k} \mid \Phi_{\mathrm{i}, \mathrm{l}}\right\rangle$ be (1) sharply peaked about the values $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$, respectively, and (2) $\left\langle\mathbf{k} \mid \Phi_{i, t}\right\rangle$ be well-behaved. ${ }^{4}$ The requirement that $\left\langle\mathbf{k} \mid \Phi_{i, f}\right\rangle$ be well-behaved arises from the requirement that if $(10)$ is to replace (8) it is necessary that terms

[^131]like
\[

$$
\begin{array}{r}
\lim _{t \rightarrow \infty} \int d \mathbf{k} \exp \left[ \pm i\left(E_{b}-E_{k}\right) t\right]\left\langle\psi_{b} \mid \mathbf{k}\right\rangle\left\langle\mathbf{k} \mid \Phi_{i, f}\right\rangle, \\
E_{b}-E_{k}<0 \tag{11}
\end{array}
$$
\]

vanish by the Riemann-Lebesgue lemma. The states $\left|\psi_{b}\right\rangle$ are bound eigenstates of the system. There are similar terms arising from the continuum states which must also vanish but it is sufficient for the purpose of this argument to consider only the terms like (11).

If we are considering a Coulomb-scattering problem we surely may expect to find asymptotic states which are strongly peaked about some momentum eigenstate. On the other hand, the momentum representative of the asymptotic Coulomb state is not at all well-behaved.

A glance at the asymptotic Coulomb modified plane-wave states will make this clear. These states are obtained from a result of Guth and Mullin ${ }^{5}$ which gives the momentum representation of the Coulomb scattering state:

$$
\begin{align*}
\left\langle\mathbf{k}^{\prime}\right. & \left|\psi_{k}\right\rangle_{0}^{+} \\
= & (2 \pi)^{-3} \int d \mathbf{r} e^{-i \mathbf{k}^{\prime} \cdot r^{i \mathbf{k} \cdot \mathbf{r}},}, F_{\mathbf{1}}(\mp i v, 1, i(k r-\mathbf{k} \cdot \mathbf{r})) \\
= & \lim \delta\left(\mathbf{k}^{\prime}-\mathbf{k}\right)(1+i v)\left\{\left[k^{\prime 2}+(\eta-i k)^{2}\right] / \eta^{2}\right\}^{i v} \\
& -\left(2 \pi^{2}\right)^{-1}\left\{\left[k^{\prime 2}+(\eta-i k)^{2}\right]^{1-i v}\right\}^{-1} \\
& \times\left\{2 v k /\left[\eta^{2}+\left(\mathbf{k}^{\prime}-\mathbf{k}\right)^{2}\right]^{1+i v}\right\} . \tag{12}
\end{align*}
$$

The last term is easily interpreted as a diverging spherical wave times the physical Coulomb scattering amplitude. The first term is the desired Coulomb modified plane wave for which the asymptotic region is defined by $k^{\prime} \approx k$. Approaching no definite limit asymptotically and with an infinite phase, the asymptotic Coulomb state does not qualify as a test function which would allow (11) to vanish by the RiemannLebesgue lemma.

In order for these asymptotic Coulomb states to be suitable for use in Eq. (8), they must have $\delta$-function normalization. The normalization constants are easily determined to within a phase factor by

$$
\begin{array}{r}
N N^{*} \int d \mathbf{k}^{\prime} \delta\left(\mathbf{k}^{\prime}-\mathbf{k}_{1}\right) \delta\left(\mathbf{k}^{\prime}-\mathbf{k}_{2}\right)(1+i v)(1-i v) \\
\times\left\{\left[k^{\prime 2}+\left(\eta-i k_{1}\right)^{2}\right] / \eta^{2}\right\}^{i v}\left\{\left[k^{\prime 2}+\left(\eta-i k_{2}\right)\right] / \eta^{2}\right\}^{-i v} \\
=\delta\left(\mathbf{k}_{1}-\mathbf{k}_{2}\right), \tag{13}
\end{array}
$$

for which a possible solution is

$$
\begin{equation*}
N=(1+i \nu)^{-1} . \tag{14}
\end{equation*}
$$

Thus, the asymptotic Coulomb-scattering states appearing in Eq. (8) are
$\left\langle\mathbf{k}_{1}^{\prime} \mid \Phi_{\mathbf{k}_{1}}\right\rangle^{+}=\delta\left(\mathbf{k}_{1}^{\prime}-\mathbf{k}_{1}\right)\left\{\left[k_{1}^{\prime 2}+\left(\eta-i k_{1}\right)^{2}\right] / \eta^{2}\right\}^{i v}$,
$\left\langle\mathbf{k}_{2}^{\prime} \mid \Phi_{\mathbf{k}_{2}}\right\rangle^{-}=\delta\left(\mathbf{k}_{2}-\mathbf{k}_{2}^{\prime}\right)\left\{\left[k_{2}^{\prime 2}+\left(\eta-i k_{2}\right)^{2}\right] / \eta^{2}\right\}^{-i v}$.

[^132]The $\pm$ superscripts are to signify that these states correspond respectively to a diverging or converging spherical part in the total scattering eigenstate.

We now take the momentum representative of the Coulomb-scattering amplitude in the region of the energy shell and allow it to approach the unitary axis from above. From Eq. (7),

$$
\begin{align*}
&\left\langle\mathbf{k}_{2}^{\prime}\right| U(\infty, 0) U(0,-\infty)\left|\mathbf{k}_{1}^{\prime}\right\rangle \\
&=-2 \pi i \delta\left(\frac{k_{1}^{\prime 2}}{2 m}-\frac{k_{2}^{\prime 2}}{2 m}\right)\left(-\frac{e^{2}}{2 \pi}\right) \frac{1}{\left|\mathbf{k}_{1}^{\prime}-\mathbf{k}_{2}^{\prime}\right|^{2}} \\
& \times\left[\frac{\left(k_{2}^{\prime 2}+(\eta-i k)^{2}\right)\left(k_{1}^{\prime 2}+(\eta-i k)^{2}\right)}{4 k^{2}\left|\mathbf{k}_{1}^{\prime}-\mathbf{k}_{2}^{\prime}\right|^{2}}\right]^{-i v} \\
& \times e^{-\pi v}|\Gamma(1+i \nu)|^{2}+O(\epsilon) . \tag{16}
\end{align*}
$$

Thus, from Eqs. (8), (15), and (16),

$$
\begin{align*}
S_{\mathbf{k}_{2}, \mathbf{k}_{2}}= & \int d \mathbf{k}_{1}^{\prime} d \mathbf{k}_{2}^{\prime}\left\langle\Phi_{\mathbf{k}_{2}} \mid \mathbf{k}_{2}^{\prime}\right\rangle \\
& \times\left\langle\mathbf{k}_{2}^{\prime}\right| U(\infty, 0) U(0,-\infty)\left|\mathbf{k}_{1}^{\prime}\right\rangle\left\langle\mathbf{k}_{1}^{\prime} \mid \Phi_{\mathbf{k}_{1}}\right\rangle \\
= & -2 \pi i \delta\left(\frac{k_{1}^{2}}{2 m}-\frac{k_{2}^{2}}{2 m}\right)\left\{-\frac{e^{2}}{2 \pi^{2}} \frac{1}{\left|\mathbf{k}_{1}-\mathbf{k}_{2}\right|^{2+2 i v}}\right\} \\
& \times e^{2 i v \ln 2 k / \eta^{2}}|\Gamma(1+i v)|^{2} e^{-\pi v} . \tag{17}
\end{align*}
$$

The term in the curly brackets can be compared with the Coulomb-scattering amplitude by multiplying by $-4 \pi^{2} m$ and we get exact agreement. The infinite logarithmic phase factor can be thought of as belonging to the normalization of the asymptotic Coulomb states; hence it should be absorbed in $N$. The remaining factors are recognized as arising from the normalization of the complete Coulomb-scattering states. If Eq. (12) had the conventional normalization they would not appear.

By displacing the energy from the real axis with a positive imaginary part, and taking the Coulomb $T$ matrix in the proper asymptotic representation, we have shown that the Coulomb $T$ matrix yields the correct Coulomb-scattering amplitude.

## III. UNITARITY

The Coulomb $T$ matrix given by Eq. (1) can be derived from the following familiar equations

$$
\begin{align*}
T(E) & =V+V G_{0}(E) T(E) \\
& =V+V G(E) V . \tag{18}
\end{align*}
$$

$G(E)$, the Coulomb Green's function, satisfies

$$
\begin{align*}
G(E) & =G_{0}(E)+G_{0}(E) V G(E) \\
& =G_{0}(E)+G(E) V G_{0}(E) . \tag{19}
\end{align*}
$$

Using Eqs. (18) and (19) we can derive an off-shell unitarity condition for $T(E)$ :

$$
\begin{align*}
& T(E+i \eta)-T(E-i \eta) \\
& =V(G(E+i \eta)-G(E-i \eta)) V \\
& =2 i \eta V(1+G(E+i \eta)) G_{0}(E+i \eta) \\
& \quad \quad \times G_{0}(E-i \eta)(1+V G(E-i \eta)) V \\
& \quad=T(E+i \eta)\left(G_{0}(E+i \eta)-G_{0}(E-i \eta)\right) T(E-i \eta), \tag{20}
\end{align*}
$$

where

$$
\begin{align*}
& \left\langle\mathbf{k}^{\prime}\right| G_{0}(E+i \eta)-G_{0}(E-i \eta)\left|\mathbf{k}^{\prime \prime}\right\rangle \\
& \quad=-2 \pi i \delta\left[E-\left(k^{\prime 2} / 2 m\right)\right] \delta\left(\mathbf{k}^{\prime}-\mathbf{k}^{\prime \prime}\right) . \tag{21}
\end{align*}
$$

The limit implied by $E \pm i \eta$ means that arg $k=0$ or $\pi$, respectively. Combining Eqs. (20) and (21), and taking matrix elements we have the result:

$$
\begin{align*}
& \left\langle\mathbf{k}_{2}\right| T\left(k^{2}\right)\left|\mathbf{k}_{1}\right\rangle-\left\langle\mathbf{k}_{2}\right| T\left((-k)^{2}\right)\left|\mathbf{k}_{1}\right\rangle \\
& =-2 \pi i \int d \mathbf{k}^{\prime}\left\langle\mathbf{k}_{2}\right| T\left(k^{2}\right)\left|\mathbf{k}^{\prime}\right\rangle \delta\left[\left(k^{2} / 2 m\right)-\left(k^{\prime 2} / 2 m\right)\right] \\
& \times\left\langle\mathbf{k}^{\prime}\right| T\left((-k)^{2}\right)\left|\mathbf{k}_{1}\right\rangle . \tag{22}
\end{align*}
$$

If we substitute Eq. (1) for $\left\langle\mathbf{k}_{2}\right| T\left(k^{2}\right)\left|\mathbf{k}_{1}\right\rangle$, we see that the $\delta$ function on the right-hand side of Eq. (22) requires that

$$
\begin{equation*}
\frac{\left(k^{2}-k_{1}^{2}\right)\left(k^{2}-k^{\prime 2}\right)}{k^{2}\left|\mathbf{k}_{1}-\mathbf{k}^{\prime}\right|^{2}}=\frac{\left(k^{2}-k^{\prime 2}\right)\left(k^{2}-k_{2}^{2}\right)}{k^{2}\left|\mathbf{k}^{\prime}-\mathbf{k}_{2}\right|^{2}}=0 . \tag{23}
\end{equation*}
$$

Under these conditions we find that

$$
\begin{align*}
\left\langle\mathbf{k}_{2}\right| T\left(k_{1}^{2}\right)\left|\mathbf{k}_{1}\right\rangle & =-\frac{e^{2}}{2 \pi} \frac{1}{\left|\mathbf{k}_{1}-\mathbf{k}_{2}\right|^{2}} \\
\times & {\left[1+\frac{i v}{e^{2 \pi y}-1} \int_{e^{2 i}}^{e^{2 \pi t}} d t t^{-i v-1}\right]=0, } \tag{24}
\end{align*}
$$

so that the right-hand side of Eq. (22) vanishes identically. Thus, from the form of the off-shell scattering amplitude in Eq. (2),

$$
\begin{align*}
& \left\langle\mathbf{k}_{2}\right| T\left(k^{2}\right)\left|\mathbf{k}_{1}\right\rangle-\left\langle\mathbf{k}_{2}\right| T\left((-k)^{2}\right)\left|\mathbf{k}_{1}\right\rangle \\
& = \\
& =\frac{e^{2}}{2 \pi^{2}} \frac{1}{\left|\mathbf{k}_{1}-\mathbf{k}_{2}\right|^{2}} \frac{4 i v}{e^{2 \pi v}-1} \frac{1}{\epsilon} \int_{C_{0}} d t t^{-i v} \frac{1}{\left(t-t_{+}\right)\left(t-t_{-}\right)}  \tag{25}\\
& \quad+\frac{4 i v}{e^{-2 \pi v}-1} \frac{1}{\epsilon} \int_{C_{0}} d t t^{i \nu} \cdot \frac{1}{\left(t-t_{+}\right)\left(t-t_{-}\right)}=0 .
\end{align*}
$$

$C_{0}$ can now be deformed into the two contours $C_{1}$ and $C_{2}$. The contribution to the $t$ integral from $C_{1}$ can be evaluated by expanding the integrand in a series uniformly convergent within the unit circle as long as
$\left|t_{+}\right|<1:$

$$
\begin{aligned}
- & \frac{e^{2}}{2 \pi^{2}} \frac{4 i v}{\left|\mathbf{k}_{1}-\mathbf{k}_{2}\right|^{2}} \frac{t_{+}}{t_{+}^{2}+1} \frac{1}{\epsilon} \int_{e^{0_{i}}}^{e^{2 \pi i}} d t \\
& \times\left[\frac{t^{-i v-1}}{e^{2 \pi v}-1}+\frac{t^{i v-1}}{e^{-2 \pi v}-1}\right]\left[1+\frac{t_{+}}{t_{+}^{2}+1}\left(t+\frac{1}{t}\right)\right. \\
& \left.+\cdots+\left(\frac{t_{+}}{t_{+}^{2}+1}\right)^{n}\left(t+\frac{1}{t}\right)^{n}+\cdots\right]
\end{aligned}
$$

In any term of the series, say, the one with $\left(t+t^{-1}\right)^{n}$, there is a symmetry between the positive and negative powers of $t$. That is, for every power $t^{m}$ there occurs a power $t^{-m}$ with the same coefficient. For every term proportional to

$$
\frac{4 i v}{e^{2 \pi v}-1} \int_{e^{i 0}}^{e^{2 \pi i}} d t t^{-i v-1+m}=\frac{4 i \nu_{1}}{-i v+m}
$$

there occurs one proportional to

$$
\frac{4 i v}{e^{-2 \pi \nu}-1} \int_{e^{i 0}}^{e^{2 \pi i}} d t t^{i v-1-m}=\frac{4 i v}{i v-m}
$$

for $m$, a positive or a negative integer. Thus the contribution from the contour $C_{1}$ cancels term by term. We are left with the result

$$
\begin{align*}
& \frac{e^{2}}{2 \pi^{2}} \frac{1}{\left|\mathbf{k}_{1}-\mathbf{k}_{2}\right|^{2}}\left[\frac{4 i v}{e^{2 \pi v}-1} \frac{1}{\epsilon} \int_{C_{2}} d t \frac{t^{-i v}}{\left(t-t_{+}\right)\left(t-t_{-}\right)}\right. \\
& \left.\quad+\frac{4 i \nu}{e^{-2 \pi v}-1} \frac{1}{\epsilon} \int_{C_{2}} d t \frac{t^{i v}}{\left(t-t_{+}\right)\left(t-t_{-}\right)}\right]=0 \tag{26}
\end{align*}
$$

Equation (25) tells us that there is no discontinuity in the momentum representative of the off-energy-shell Coulomb $T$ matrix along the unitary axis. In particular, Eq. (26) shows that there is no discontinuity arising from that contribution coming from the contour $C_{2}$.

It is difficult to see how Eq. (26) can be satisfied identically for all points along the unitary axis unless the contribution from $C_{2}$ vanishes identically. This occurs if in some way we can continuously deform the contour $C_{0}$ into the contour $C_{1}$ without passing over a pole lying inside the unit circle and on the principal sheet. If $k^{2}$ approaches the unitary axis in such a way that the pole inside the unit circle moves off the principal sheet, then $C_{0}$ can be deformed into $C_{1}$. We shall see an example of this in the next section.

## IV. THREE-PARTICLE SYSTEMS

For a three-particle system, the amplitude for the elastic scattering of particle 2 by a bound subsystem composed of particles 1 and 3 can be iterated in
terms of the Faddeev kernel as follows ${ }^{6}$ :

$$
\begin{equation*}
T=T_{1}+T_{3}+T_{1} G_{0} T_{3}+T_{3} G_{0} T_{1}+\cdots \tag{27}
\end{equation*}
$$

$G_{0}$ is the free-particle Green's function operator for three particles, and $T_{1}$ is the two particle $T$ matrix for scattering of particles 2 and 3 , etc. If these particles interact via the Coulomb potential, the momentum representative of Eq. (27) can be written down, to any order of iteration, in terms of Eq. (1). Consider, for example, the first term:

$$
\begin{equation*}
\left\langle\mathbf{k}_{1} \mathbf{k}_{2} \mathbf{k}_{3}\right| T_{1}\left|\mathbf{k}_{1}^{\prime} \mathbf{k}_{2}^{\prime} \mathbf{k}_{3}^{\prime}\right\rangle=\left\langle\mathbf{k}_{23}\right| T_{1}\left(k_{1}^{2}\right)\left|\mathbf{k}_{23}^{\prime}\right\rangle \delta\left(\mathbf{p}_{1}-\mathbf{p}_{1}^{\prime}\right) \tag{28}
\end{equation*}
$$

The notation is explained as follows: the vector $\mathbf{k}_{\boldsymbol{i}}$ is the momentum of particle $i ; \mathbf{k}_{23}$ is the relative momentum of particles 2 and 3 ; $\mathbf{p}_{1}$ is the momentum of particle 1 relative to the center of mass of particles 2 and $3 ; k_{1}^{2}$ is not $\mathbf{k}_{1} \cdot \mathbf{k}_{1}$ but rather $2 \mu_{23} E-\left(\mu_{23} / \mu_{1}\right) p_{1}^{2}$,

$$
\begin{align*}
\mu_{23} & =m_{2} m_{3} /\left(m_{2}+m_{3}\right) \\
\mu_{1} & =m_{1}\left(m_{2}+m_{3}\right) /\left(m_{1}+m_{2}+m_{3}\right) \tag{29}
\end{align*}
$$

and $E$ is the energy of the three-particle system.
When dealing with three particles we have two additional manifolds which describe the system just as well as $\left(\mathbf{k}_{23}, \mathbf{p}_{1}\right)$. They are obtained by permutation of the particles. We shall signify them by the obvious notation ( $\mathbf{k}_{12}, \mathbf{p}_{3}$ ) and ( $\mathbf{k}_{31}, \mathbf{p}_{2}$ ).

Unfortunately, the momentum representative of Eq. (28) is not very useful. Again we must take inner products of Eq. (18) with the correct asymptotic scattering states in order to obtain a physically interesting three-body scattering amplitude. If we assume that the $(1,3)$ system is bound in the Bohr energy level with 1 for the principal quantum number in both the initial and final states, the asymptotic wavefunctions are

$$
\begin{equation*}
\left\langle\mathbf{k}_{31} \mathbf{p}_{2}^{\prime} \mid \mathbf{p}_{2} \psi_{100}\right\rangle=\left(8 \lambda^{5}\right)^{\frac{1}{2}} \delta\left(\mathbf{p}_{2}-\mathbf{p}_{2}^{\prime}\right) / \pi\left(k_{31}^{2}+\lambda^{2}\right)^{2} \tag{30}
\end{equation*}
$$

where $\lambda^{2}=\mu_{13} e^{2}$ is the reciprocal Bohr radius.
For the first term in the three-particle elastic-scattering amplitude we are lead to the integral

$$
\begin{align*}
\frac{8 \lambda^{5}}{\pi^{2}} \int \frac{d \mathbf{k}_{31}}{\left(k_{31}^{2}+\lambda^{2}\right)^{2}} \int & \frac{d \mathbf{k}_{31}^{\prime}}{\left(k_{31}^{\prime 2}+\lambda^{2}\right)^{2}} \\
& \times \delta\left(\mathbf{p}_{1}-\mathbf{p}_{1}^{\prime}\right)\left\langle\mathbf{k}_{23}\right| T_{1}\left(k_{1}^{2}\right)\left|\mathbf{k}_{23}^{\prime}\right\rangle \tag{31}
\end{align*}
$$

the trivial integrals over $\mathbf{p}_{2}$ and $\mathbf{p}_{2}^{\prime}$ having been carried out. The integral over $\mathbf{k}_{\mathbf{3 1}}^{\prime}$ also becomes trivial if we use the identity

$$
\begin{equation*}
\mathbf{p}_{1}-\mathbf{p}_{1}^{\prime}=\mathbf{k}_{31}-\mathbf{k}_{31}^{\prime}-\left[m_{1} /\left(m_{3}+m_{1}\right)\right]\left(\mathbf{p}_{2}-\mathbf{p}_{2}^{\prime}\right) \tag{32}
\end{equation*}
$$

[^133]The next step is to express the Coulomb $T$ matrix given by Eq. (1) in terms of the three-body variables, and in particular, the variables in the ( $\mathbf{k}_{31}, \mathbf{p}_{2}$ ) manifold. We have the identity

$$
\begin{align*}
\mathbf{k}_{23}-\mathbf{k}_{23}^{\prime} & =-\mathbf{p}_{2}+\mathbf{p}_{2}^{\prime}-\left[m_{2} /\left(m_{2}+m_{3}\right)\right]\left(\mathbf{p}_{1}-\mathbf{p}_{1}^{\prime}\right) \\
& =-\mathbf{p}_{2}+\mathbf{p}_{2}^{\prime}, \tag{33}
\end{align*}
$$

the last equality resulting from the $\delta$ function in (31). Thus,

$$
\begin{align*}
& \left\langle\mathbf{k}_{23}\right| T_{1}\left(k_{1}^{2}\right)\left|\mathbf{k}_{23}^{\prime}\right\rangle=-\frac{e^{2}}{2 \pi^{2}} \frac{1}{\left|\mathbf{p}_{2}-\mathbf{p}_{2}^{\prime}\right|^{2}} \\
& \quad \times\left[1-\frac{4 i v_{1}}{e^{2 \pi v_{1}}-1} \int_{C_{0}} d t \frac{t^{-i v_{1}}}{\epsilon_{1}(1-t)^{2}-4 t}\right] \tag{34}
\end{align*}
$$

where

$$
\begin{align*}
\nu_{1}^{2} & =\frac{\mu_{23}^{2} e^{4}}{k_{1}^{2}} \\
k_{1}^{2} & =2 \mu_{23} E-\frac{\mu_{23}}{\mu_{1}}\left(\mathbf{k}_{31}-\frac{m_{1}}{m_{3}+m_{1}} \mathbf{p}_{2}\right)^{2},  \tag{35}\\
E & =-\left(\lambda^{2} / 2 \mu_{31}\right)+\left(p_{2}^{2} / 2 \mu_{2}\right), \tag{36}
\end{align*}
$$

and where we have used the identity

$$
\mathbf{p}_{1}=\mathbf{k}_{31}-\left[m_{1} /\left(m_{3}+m_{1}\right)\right] \mathbf{p}_{2}
$$

in the equation for $k_{1}^{2}$.
$\epsilon_{1}$ is given by

$$
\begin{align*}
\epsilon_{1} & =\frac{\left(k_{1}^{2}-k_{23}^{2}\right)\left(k_{1}^{2}-k_{23}^{\prime 2}\right)}{k_{1}^{2}\left|\mathbf{p}_{2}-\mathbf{p}_{2}^{\prime}\right|} \\
& =\left(\frac{\mu_{23}}{\mu_{31}}\right)^{2} \frac{\left(k_{31}^{2}+\lambda^{2}\right)\left(k_{31}^{\prime 2}+\lambda^{2}\right)}{k_{1}^{2}\left|\mathbf{p}_{2}-\mathbf{p}_{2}^{\prime}\right|^{2}} . \tag{37}
\end{align*}
$$

In the second equality we have used the identity

$$
\begin{align*}
E-\left(2 \mu_{1}\right)^{-1} p_{1}^{2} & -\left(2 \mu_{23}\right)^{-1} k_{23}^{2} \\
= & E-\left(2 \mu_{2}\right)^{-1} p_{2}^{2}-\left(2 \mu_{31}\right)^{-1} k_{31}^{2} \\
= & -\left(2 \mu_{31}\right)^{-1}\left(\lambda^{2}+k_{31}^{2}\right) . \tag{38}
\end{align*}
$$

The integral (31) can now be put in the form

$$
\begin{align*}
&-\frac{e^{2}}{2 \pi^{2}} \frac{8 \lambda^{5}}{\pi^{2}} \int \frac{d \mathbf{k}_{31}}{\left(k_{31}^{2}+\lambda^{2}\right)^{2}\left(k_{31}^{\prime 2}+\lambda^{2}\right)^{2}} \frac{1}{\left|\mathbf{p}_{2}-\mathbf{p}_{2}^{\prime}\right|^{2}} \\
& \times\left[1-\frac{4 i \nu_{1}}{e^{2 \pi v_{1}}-1} \int_{C_{0}} d t \frac{t^{-i v_{1}}}{\epsilon_{1}(1-t)^{2}-4 t}\right], \tag{39}
\end{align*}
$$

where $\mathbf{k}_{\mathbf{3 1}}^{\prime} \rightarrow \mathbf{k}_{31}+\left[m_{1} /\left(m_{3}+m_{1}\right)\right]\left(\mathbf{p}_{2}-\mathbf{p}_{2}^{\prime}\right)$.
As shown in the Appendix, the integral over $k_{31}$ can be made into a contour integral by extending the range of integration from $0<k_{31}<\infty$ to $-\infty<$ $k_{31}<\infty$. By this device we convert the integral along the positive real axis into an integral around the various singularities of the integrand lying in the upper half-plane.

The singularities contributing to the integral are of the following possible types: (1) poles occurring in the asymptotic wavefunctions at $k_{31}=i \lambda$ and $k_{31}^{\prime}=$ $i \lambda$; (2) if the potential in $T_{1}$ is attractive, poles arise from each of the possible bound states of particles 2 and 3.

In case a branch point should occur at $k_{1}=0$, we would have to include an integral of the discontinuity along the cut. We saw that the unitarity condition gave us zero for this discontinuity. It is instructive, however, to see just how the integral representation of Eq. (2) eliminates the contribution to the $T$ matrix arising from the contour $C_{2}$ when $k_{1}$ lies on the unitary axis.

The pole in the $t$ integrand, from which we get the contour $C_{2}$, we have called $t_{+}$:

$$
\begin{equation*}
t_{+}=t_{-}^{-1}=\left[\left(1+\epsilon_{1}\right)^{\frac{1}{2}}-1\right] /\left[\left(1+\epsilon_{1}\right)^{\frac{1}{2}}+1\right] . \tag{40}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\left|t_{+}\right| & =\left\{\frac{\left[\left(1+\epsilon_{1}\right)^{\frac{1}{2}}-1\right]\left[\left(1+\epsilon_{1}\right)^{\frac{1}{2} *}-1\right]}{\left[\left(1+\epsilon_{1}\right)^{\frac{1}{2}}+1\right]\left[\left(1+\epsilon_{1}\right)^{\frac{1}{2} *}+1\right]}\right]^{\frac{1}{2}} \\
& =\left[\frac{\left|\left(1+\epsilon_{1}\right)^{\frac{1}{2}}\right|^{2}+1-2 \operatorname{Re}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}}{\left|\left(1+\epsilon_{1}\right)^{\frac{1}{2}}\right|^{2}+1+2 \operatorname{Re}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}}\right]^{\frac{1}{2}} \tag{41}
\end{align*}
$$

so that $\left|t_{+}\right|<1$ for $\operatorname{Re}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}>0$ and $\arg t_{+}$

$$
\begin{align*}
= & \arg \left[\left(1+\epsilon_{1}\right)^{\frac{1}{2}}-1\right]-\arg \left[\left(1+\epsilon_{1}\right)^{\frac{1}{2}}+1\right] \\
= & \sin ^{-1} \frac{\operatorname{Im}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}}{\left(\left\{\operatorname{Re}\left[\left(1+\epsilon_{1}\right)^{\frac{1}{2}}-1\right]\right\}^{2}+\left[\operatorname{Im}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}\right]^{\frac{1}{2}}\right)^{\frac{1}{2}}} \\
& -\sin ^{-1} \frac{\operatorname{Im}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}}{\left(\left\{\operatorname{Re}\left[\left(1+\epsilon_{1}\right)^{\frac{1}{2}}+1\right]\right\}^{2}+\left[\operatorname{Im}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}\right]^{\frac{1}{2}}\right)^{\frac{1}{2}}} . \tag{42}
\end{align*}
$$

Clearly,
$\arg t_{+}>0$,
if $\left\{\begin{array}{lll}\operatorname{Im}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}>0 & \text { and } & \operatorname{Re}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}>0 \\ \operatorname{Im}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}<0 & \text { and } & \operatorname{Re}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}<0,\end{array}\right.$
$\arg t_{+}<0$,
if $\left\{\begin{array}{l}\operatorname{Im}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}>0 \text { and } \operatorname{Re}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}<0 \\ \operatorname{Im}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}<0 \text { and } \operatorname{Re}\left(1+\epsilon_{1}\right)^{\frac{1}{2}}>0 .\end{array}\right.$
We shall assume that when $E$ has an infinitesimal positive imaginary part, $t_{+}$lies on the principal sheet of the $t$ Riemann surface. As $k_{31}$ moves to $+\infty$, we find that $k_{1}$ and therefore $\epsilon_{1}$ become infinite. arg $k_{1}$ then equals $\frac{1}{2} \pi-\delta$, where $\delta$ is an infinitesimal positive angle. Under the condition that $k_{31}$ is infinite, Eq. (37) shows us that $\left(1+\epsilon_{1}\right)^{\frac{1}{2}}$ is proportional to $k_{1}$. If we call the position $k_{31}=+\infty$ point 1 , we see that


Fig. 2. Trajectory of $t_{+}$as $k_{31}$ is continued into the upper half-plane. The trajectory of $t_{-}$is obtained from $t_{-}=t_{+}^{-1}$.
conditions (43a) are met and point 1 maps into the point shown in Fig. 2.
As $k_{31}$ moves from point 1 along a semicircle in the upper half-plane, $\arg k_{1}$ quickly increases past $\frac{1}{2} \pi$, with the result that condition (43a) goes over into condition (43c). At this point $t_{+}$and $t_{-}$change places. We now have $t_{+}$lying outside the unit circle and $t_{-}$inside the unit circle. We denote this point by 2. As we move along the semicircle in the upper $k_{31}$ plane we come to a point at which $\arg k_{1}=\pi+\delta$, which we call point 3. At point 3 we obtain conditions (43b) where $t_{-}$moves once more onto the lower sheet but remains within the unit circle. As we move down the cut, around the branch point and up the other side of the cut, $t_{-}$remains inside the unit circle without once crossing the contour $C_{1}$. We have taken the discontinuity across the unitary cut to be the difference between the $T$ matrix evaluated at a point on the physical sheet with $\arg k_{1}=\delta$, and the $T$ matrix evaluated at a point just below on the unphysical sheet with $\arg k_{1}=\pi+\delta$. This demonstrates how we are able to eliminate the contribution from $C_{2}$ when $k_{1}^{2}$ lies on the unitary axis in accordance with Eq. (26).

Turning to the pole singularities in the upper $k_{81}$ plane, we consider first those coming from $k_{31}=i \lambda$ and $k_{31}^{\prime}=i \lambda$. From Eq. (37) we see that we are now interested in the region around $\epsilon_{1}=0$. Using Eq. (5) in (39) we get

$$
\begin{align*}
&-\frac{e^{2}}{4 \pi^{2}} \frac{8 \lambda^{5}}{\pi^{2}}\left(\frac{\mu_{23}}{\mu_{31}}\right)^{2} \frac{1}{\left|\mathbf{p}_{2}-\mathbf{p}_{2}^{\prime}\right|^{4}} \\
& \times \int \frac{d \mathbf{k}_{31}}{\left(k_{31}^{2}+\lambda^{2}\right)\left(k_{31}^{\prime 2}+\lambda^{2}\right)} \frac{1}{k_{1}^{2}+\lambda^{2}} \tag{44}
\end{align*}
$$

Equations (32) and (35) allow us to integrate this expression by the Feynman method. One must be careful to take only the residues at $k_{31}^{2}+\lambda^{2}=0$ and $k_{31}^{\prime 2}+\lambda^{2}=0$, but avoid the poles at $k_{1}^{2}+\lambda^{2}=0$. The latter belong to the set of poles coming from the Coulomb bound states.

The poles at the bound states occur whenever $i v$ is a positive integer, say $n$. In this case the branch point in the $t$ integrand becomes a pole of order $n$. We deform the contour $C_{0}$ continuously into a small circle about the origin. Thus, we have the simple result for the $t$ integration:

$$
\begin{align*}
\int_{C_{0}} d t t^{-n} & \frac{1}{\left(t-t_{+}\right)\left(t-t_{-}\right)} \\
& =\left.\frac{2 \pi i}{(n-1)!}\left(\frac{\partial}{\partial t}\right)^{n-1} \frac{1}{\left(t-t_{+}\right)\left(t-t_{-}\right)}\right|_{t=0} \\
& =2 \pi i \frac{t_{+}^{n}-t_{-}^{n}}{t_{+}-t_{-}} \tag{45}
\end{align*}
$$

If, in addition, we use the representation

$$
\begin{equation*}
\frac{1}{e^{2 \pi v_{1}}-1}=\frac{e^{-\pi v_{1}}}{2 \pi i}\left(-\frac{1}{i \nu_{1}}+\sum_{n=1}^{\infty}(-1)^{n} \frac{2 i \nu_{1}}{v_{1}^{2}+n^{2}}\right), \tag{46}
\end{equation*}
$$

the contribution to (39) coming from the boundstate poles is

$$
\begin{align*}
& \frac{e^{2}}{4 \pi^{2}} \frac{8 \lambda^{5}}{\pi^{2}} \sum_{n=1}^{\infty} \int d \Omega_{31} \int_{C_{n}} d k_{31} \frac{k_{31}^{2}}{\left(k_{31}^{2}+\lambda^{2}\right)^{3}\left(k_{31}^{\prime 2}+\lambda^{2}\right)^{3}} \\
& \times k_{1}^{2} \frac{8\left(i v_{1}\right)^{2}(-1)^{n} e^{-\pi v_{1}}}{\nu_{1}^{2}+n^{2}} \frac{t_{+}^{n}-t_{-}^{n}}{t_{+}-t_{-}} \\
&= \frac{16 \lambda^{5} e^{2}}{\pi^{4}} \sum_{n=1}^{\infty} \int d \Omega_{31} \int_{C_{n}} d k_{31} \frac{k_{31}^{2}}{\left(k_{31}^{2}+\lambda^{2}\right)^{3}\left(k_{31}^{\prime 2}+\lambda^{2}\right)^{3}} \\
& \times \frac{\lambda^{4}}{n^{4}} \frac{1}{k_{1}^{2}+\left(\lambda^{2} / n^{2}\right)} \frac{t_{+}^{n}-t_{-}^{n}}{t_{+}-t_{-}} . \tag{47}
\end{align*}
$$

$C_{n}$ is taken to be a small circle in the $k_{31}$ plane enclosing the pole at $k_{1}^{2}+\lambda^{2} / n^{2}=0$.

By taking the sum of (44) and (47) we are able to express (31) in terms of more or less elementary integrals. It does not appear to be practical to try to evaluate these integrals in general. However, they have
been done for particular systems where simplifying approximations can be made. The same methods can be used to simplify the higher-order terms in the iteration series (27); the extension is fairly obvious.

Coulomb effects in three-body systems have been studied by Schulman ${ }^{7}$ where two of the particles interact via a Coulomb potential, but the remaining pair of interactions are of short range. This approach does not seem to allow itself to be generalized to systems of three charged particles.

It is these systems of three charged particles that we hope to be able to handle through the results of this paper. In particular we have studied systems such as electron-hydrogen scattering and positronhydrogen scattering. In either case we can assign $m_{1}$ and $m_{2}$ the values of the electron mass, and $m_{3}$ the proton mass. In expressions such as Eqs. (32), (33), and (35) we can neglect terms of order $m_{1} / m_{3}$ and $m_{2} / m_{3}$ to a high degree of accuracy. The resulting integrals can be easily evaluated and can be expected to realistically represent the scattering amplitude within the limitations imposed by truncating the series (27).

Because the evaluation of the integrals (44) and (47) is most easily done when they are restricted to particular physical systems, we will reserve a discussion of these results for a more appropriate journal.

## V. CONCLUSION

In spite of the mathematical complexity of the momentum representation of the off-shell Coulomb $T$ matrix, we have shown how it is useful in calculating physical scattering amplitudes. For two-body scattering we obtain the physical amplitude by using the correct representation of the scattering states. The well-known on-shell singularities of the momentum representation do not arise. Again in the case of three-body scattering amplitudes, the proper asymptotic states and the unitarity condition allows a simplification of the off-shell two-body $T$ matrix.

## ACKNOWLEDGMENT

The author gratefully acknowledges the helpful comments and discussions contributed by Dr. J. D. Garcia during the course of this work.

[^134]
## APPENDIX

Consider an integral of the following form:

$$
\begin{align*}
& \int d \mathbf{k} f\left(|\mathbf{k}-\mathbf{a}|^{2}\right) \\
& \quad=\int_{0}^{2 \pi} d \phi \int_{-1}^{1} d(\cos \theta) \int_{0}^{\infty} k^{2} d k f\left(k^{2}+a^{2}-2 k a \cos \theta\right) \tag{A1}
\end{align*}
$$

We change the variables of integration $k, \cos \theta$, to new variables $k^{\prime}$ and $\cos \theta^{\prime}$ :

$$
\begin{equation*}
k=-k^{\prime}, \quad \cos \theta=-\cos \theta^{\prime} \tag{A2}
\end{equation*}
$$

Thus,

$$
\begin{align*}
& \int d \mathbf{k} f\left(|\mathbf{k}-\mathbf{a}|^{2}\right)=\int_{0}^{2 \pi} d \phi \int_{1}^{-1} d\left(\cos \theta^{\prime}\right) \\
& \quad \times \int_{0}^{-\infty} k^{\prime 2} d k^{\prime} f\left(k^{\prime 2}+a^{2}-2 k^{\prime} a \cos \theta^{\prime}\right) \\
& =\int_{0}^{2 \pi} d \phi \int_{-1}^{1} d\left(\cos \theta^{\prime}\right) \\
& \quad \times \int_{-\infty}^{0} k^{\prime 2} d k^{\prime} f\left(k^{\prime 2}+a^{2}-2 k^{\prime} a \cos \theta^{\prime}\right) . \tag{A3}
\end{align*}
$$

Averaging Eqs. (A1) and (A2), and dropping the primes on the dummy variables $k^{\prime}$ and $\cos \theta^{\prime}$ we get

$$
\begin{align*}
& \int d \mathbf{k} f\left(|\mathbf{k}-\mathbf{a}|^{2}\right) \\
& \quad=\frac{1}{2} \int_{0}^{2 \pi} d \phi \int_{-1}^{1} d(\cos \theta) \int_{-\infty}^{\infty} k^{2} d k f\left(|\mathbf{k}-\mathbf{a}|^{2}\right) \tag{A4}
\end{align*}
$$

This result can be generalized to integrands involving more than one vector. For example, the range of integration of integrands of the form

$$
g\left(|\mathbf{k}-\mathbf{a}|^{2} ;|\mathbf{k}-\mathbf{b}|^{2}\right)
$$

can be expanded from $0<k<\infty$ to $-\infty<k<\infty$ in a way similar to the method just given. In addition to the changes of variable (A2) we must change the azimuthal angle as follows: $\phi=\phi^{\prime}+\pi$, where both $\phi$ and $\phi^{\prime}$ have the range 0 to $2 \pi$
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#### Abstract

A simple proof is given which precludes the existence of any finite-energy stationary quantum-state solution to the Schrödinger equation for a physically interesting Lorentz-covariant self-interacting scalar theory.


Supplemented with suitably smooth prescribed initial data, the nonlinear $c$-number field equation

$$
\begin{equation*}
\ddot{\theta}-\nabla^{2} \theta+m^{2} \theta+\frac{1}{2} g p|\theta|^{p-2} \theta=0 \tag{1}
\end{equation*}
$$

for a scalar function $\theta=\theta(\mathbf{x}, t)$ (either complex valued or real valued and $C^{2}$ for $\mathbf{x}$ and all $t>0$ ) has a global solution if $2<p<6$ with $m^{2}$ and $g$ nonnegative constant parameters. ${ }^{1}$ However, it has been shown that the classical field equation (1) has no global solutions which are localized in space and periodic in time with $g \geq 0$ and $p \geq 2 .{ }^{2}$ Does the nonexistence of localized periodic solutions to Eq. (1) evince a corresponding nonexistence in the quantum field theory? That is, are stationary quantum states of finite energy generally precluded in self-interacting scalar field theories based on a Lagrangian density

$$
\begin{equation*}
\mathcal{L}=|\dot{\theta}|^{2}-|\nabla \theta|^{2}-m^{2}|\theta|^{2}-g|\theta|^{p} \tag{2}
\end{equation*}
$$

of the form associated with Eq. (1)? Our purpose is to report a proof which shows that no finite-energy stationary quantum states exist for model theories based on a Lagrangian density of the form (2) with $g \geq 0$ and $p \geq 2$; hence, the vacuum and all other stationary states have an energy which is patently infinite.

To prove the nonexistence of any finite-energy stationary quantum state for a theory based on (2) with $g \geq 0$ and $p \geq 2$, let the $\theta$ (boson) field be diagonalized for all values of $\mathbf{x}$ at a fixed instant of time and consider the energy functionality ${ }^{3}$

$$
\begin{equation*}
E=E\{\Psi\} \equiv \int \Psi^{*} H \Psi^{\bullet} \mathscr{D}(\theta) / \int\left|\Psi^{\top}\right|^{2} \mathscr{D}(\theta) \tag{3}
\end{equation*}
$$

associated with a state functional $\Psi=\Psi[\theta]$, where

$$
\begin{aligned}
& H=\int\left(\pi^{*} \pi+\nabla \theta^{*} \cdot \nabla \theta+m^{2} \theta^{*} \theta+\mathrm{g}\left(\theta^{*} \theta\right)^{\pi / 2}\right) d^{3} \mathbf{x} \\
& {\left[\pi^{*}=-i \frac{N}{2} \hbar \frac{\delta}{\delta \theta^{*}}, \quad \pi=-i \frac{N}{2} \hbar \frac{\delta}{\delta \theta},\right.} \\
& N=\left\{\begin{array}{l}
1 \text { for } \theta \text { real } \\
2 \text { for } \theta \text { complex }
\end{array}\right]
\end{aligned}
$$

[^135]is the Hamiltonian operator derived from (2) and $\mathscr{D}(\theta)$ is a (real nonnegative displacement-invariant) measure for the functional integrations over all fields $\theta=\theta(\mathbf{x})$. Both $\Psi$ and $\mathscr{D}(\theta)$ are defined to within normalization factors independent of $\theta$; it is assumed that the numerator and denominator in (3) exist as finite quantities, $E$ being finite for the $\Psi$ 's under consideration here. The energy functionality (3) is stationary with respect to variations in $\Psi$ about a physical state functional, by virtue of the Schrödinger equation. In particular, for a variation in $\Psi$ induced by a transformation of the field $\theta \rightarrow \theta$,
\[

$$
\begin{align*}
\Psi=\Psi[\theta] \rightarrow \hat{\Psi} & =\hat{\Psi}[\theta], \\
\hat{\Psi}[\theta] & \equiv \Psi[\theta], \tag{5}
\end{align*}
$$
\]

we have

$$
\begin{align*}
E\{\hat{\Psi}\} & =\int \hat{\Psi}[\theta]^{*} H \hat{\Psi}[\theta] \mathscr{D}(\theta) / \int|\hat{\Psi}[\theta]|^{2} \mathscr{D}(\theta) \\
& =\int \hat{\Psi}[\hat{\theta}]^{*} \hat{H} \hat{\Psi}[\hat{\theta}] \mathscr{D}(\theta) / \int|\hat{\Psi}[\hat{\theta}]|^{2} \mathscr{D}(\theta) \\
& =\int \Psi^{*} \hat{H} \Psi \mathscr{D}(\theta) / \int|\Psi|^{2} \mathscr{D}(\theta), \tag{6}
\end{align*}
$$

provided that $\mathscr{D}(\theta)$ and $\mathscr{D}(\theta)$ only differ in normalization and where $\hat{H}$ is the Hamiltonian operator (4) expressed in terms of $\theta$ and the associated $\hat{\pi}$. It follows that

$$
\begin{align*}
E\{\hat{\Psi}\}-E\{\Psi\} & =\int \Psi^{*}(\hat{H}-H) \Psi \mathscr{D}(\theta) / \int|\Psi|^{2} \mathscr{D}(\theta) \\
& \equiv\langle\hat{H}-H\rangle \tag{7}
\end{align*}
$$

vanishes to first order with respect to transformations of the field $\theta \rightarrow \theta$, provided that $\mathscr{D}(\theta)$ and $\mathscr{D}(\theta)$ only differ in normalization. Two such transformations of the field are of special importance. ${ }^{4}$

1. Dilatation induced: $\theta(\mathbf{x}) \equiv \theta(\lambda \mathbf{x}), \hat{\pi}(\mathbf{x})=\lambda^{3} \pi(\lambda \mathbf{x})$, $\lambda$ real and positive.

We find

$$
\begin{align*}
\hat{H}=\int\left(\lambda^{3} \pi^{*} \pi+\right. & \lambda^{-1} \boldsymbol{\nabla} \theta^{*} \cdot \boldsymbol{\nabla} \theta \\
& \left.+\lambda^{-3} m^{2} \theta^{*} \theta+\lambda^{-3} g\left(\theta^{*} \theta\right)^{\mathfrak{8} / 2}\right) d^{3} \mathbf{x} \tag{8}
\end{align*}
$$

[^136]by changing the dummy integration variable $(\lambda \mathbf{x}) \rightarrow \mathbf{x}$. Hence, since (7) vanishes to first order about $\lambda=1$,
\[

$$
\begin{align*}
\left(\partial\langle\hat{H}\rangle\langle\partial \lambda)_{\lambda=1}=\right. & \int\left\langle 3 \pi^{*} \pi-\nabla \theta^{*} \cdot \nabla \theta\right. \\
& \left.-3 m^{2} \theta^{*} \theta-3 g\left(\theta^{*} \theta\right)^{\pi / 2}\right\rangle d^{3} \mathbf{x}=0 . \tag{9}
\end{align*}
$$
\]

2. Scale induced: $\hat{\theta}(\mathbf{x}) \equiv \xi \theta(\mathbf{x}), \hat{\pi}(\mathbf{x})=\xi^{-1} \pi(\mathbf{x}), \xi$ real and positive.

We find

$$
\begin{align*}
\hat{H}=\int\left(\xi^{-2} \pi^{*} \pi+\right. & \xi^{2} \nabla \theta^{*} \cdot \boldsymbol{\nabla} \theta \\
& \left.+\xi^{2} m^{2} \theta^{*} \theta+\xi^{p} g\left(\theta^{*} \theta\right)^{p / 2}\right) d^{3} \mathbf{x} \tag{10}
\end{align*}
$$

and hence

$$
\begin{align*}
\left(\partial\langle\hat{H}\rangle\langle\partial \xi)_{\xi=1}=\int\left\langle-2 \pi^{*} \pi\right.\right. & +2 \nabla \theta^{*} \cdot \nabla \theta+2 m^{2} \theta^{*} \theta \\
& \left.+p g\left(\theta^{*} \theta\right)^{p / 2}\right\rangle d^{3} \mathbf{x}=0 \tag{11}
\end{align*}
$$

Now by adding $\frac{2}{3}$ of Eq. (9) to Eq. (11), we obtain

$$
\begin{equation*}
\int\left\langle\frac{4}{3} \nabla_{\theta^{*}} \cdot \boldsymbol{\nabla}_{\theta}+(p-2) g\left(\theta^{*} \theta\right)^{p / 2}\right\rangle d^{3} \mathbf{x}=0 \tag{12}
\end{equation*}
$$

a relation which implies the necessary condition $p<2$ for existence of a finite-energy stationary state with $g>0$. Therefore, all stationary states have an infinite energy in a quantum field theory with $g \geq 0$ and $p \geq 2$. Conditions for a local essentially nonlinear scalar field theory [based on a Lorentz-invariant Lagrangian density more general in form than (2)] to admit stationary quantum states have been reported elsewhere. ${ }^{5}$
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#### Abstract

We extend previous work on the ground state of the symmetric three-body problem by expanding the two-body orbitals $\varphi(k, \kappa)$ or $\varphi(\mathbf{k}, \boldsymbol{x})$ (one and three dimensions, respectively) in a set of Sturmian functions. This retains the advantages of the previous expansions, and gains several new ones as well. Among these are a simplification of the equations and a transparent way of estimating convergence. The onedimensional problem is reduced to an infinite set of coupled integral equations in one variable and the three-dimensional one to a doubly infinite set. As an application and a test of convergence we have solved the one-dimensional equations numerically in successive truncations. We find that keeping only the first term of the set yields results typically accurate to a fraction of a percent.


## I. INTRODUCTION

In previous papers by one of us, ${ }^{1-4}$ we have treated the quantum-mechanical problem of three identical particles bound by identical interparticle potentials. In the first of these we pointed out the advantages of writing the wavefunction in a special way, as a sum of three parts or, as we called them, "two-body orbitals," one part for each interparticle distance. This idea proved fruitful for the bound-state problem and it was also applied by Mitra, ${ }^{5}$ Fadeev, ${ }^{6}$ and others to

[^138]three-body scattering problems. Now these two-body orbitals derived their name from the fact that they satisfied an equation that resembled a two-body equation, and this observation made it natural to try to expand them in a complete set of two-body functions. This was done in Ref. 4. As we emphasized there, the most advantageous two-body set to use was not that generated by the interparticle potential that entered the three-body equation, but rather that for a potential of the same shape, but with enhanced strength. Even so there remained one problem. This (or any other ordinary two-body set) has both a discrete spectrum of eigenvalues and a continuous one, and with it one is faced in principle with the nasty problem of treating the continuous eigenfunctions. In this joint paper then, we get around this final difficulty by expanding the two-body orbitals in a set of two-body Sturmian functions. This is a set which
by changing the dummy integration variable $(\lambda \mathbf{x}) \rightarrow \mathbf{x}$. Hence, since (7) vanishes to first order about $\lambda=1$,
\[

$$
\begin{align*}
\left(\partial\langle\hat{H}\rangle\langle\partial \lambda)_{\lambda=1}=\right. & \int\left\langle 3 \pi^{*} \pi-\nabla \theta^{*} \cdot \nabla \theta\right. \\
& \left.-3 m^{2} \theta^{*} \theta-3 g\left(\theta^{*} \theta\right)^{\pi / 2}\right\rangle d^{3} \mathbf{x}=0 . \tag{9}
\end{align*}
$$
\]

2. Scale induced: $\hat{\theta}(\mathbf{x}) \equiv \xi \theta(\mathbf{x}), \hat{\pi}(\mathbf{x})=\xi^{-1} \pi(\mathbf{x}), \xi$ real and positive.

We find

$$
\begin{align*}
\hat{H}=\int\left(\xi^{-2} \pi^{*} \pi+\right. & \xi^{2} \nabla \theta^{*} \cdot \boldsymbol{\nabla} \theta \\
& \left.+\xi^{2} m^{2} \theta^{*} \theta+\xi^{p} g\left(\theta^{*} \theta\right)^{p / 2}\right) d^{3} \mathbf{x} \tag{10}
\end{align*}
$$

and hence

$$
\begin{align*}
\left(\partial\langle\hat{H}\rangle\langle\partial \xi)_{\xi=1}=\int\left\langle-2 \pi^{*} \pi\right.\right. & +2 \nabla \theta^{*} \cdot \nabla \theta+2 m^{2} \theta^{*} \theta \\
& \left.+p g\left(\theta^{*} \theta\right)^{p / 2}\right\rangle d^{3} \mathbf{x}=0 \tag{11}
\end{align*}
$$

Now by adding $\frac{2}{3}$ of Eq. (9) to Eq. (11), we obtain

$$
\begin{equation*}
\int\left\langle\frac{4}{3} \nabla_{\theta^{*}} \cdot \boldsymbol{\nabla}_{\theta}+(p-2) g\left(\theta^{*} \theta\right)^{p / 2}\right\rangle d^{3} \mathbf{x}=0 \tag{12}
\end{equation*}
$$

a relation which implies the necessary condition $p<2$ for existence of a finite-energy stationary state with $g>0$. Therefore, all stationary states have an infinite energy in a quantum field theory with $g \geq 0$ and $p \geq 2$. Conditions for a local essentially nonlinear scalar field theory [based on a Lorentz-invariant Lagrangian density more general in form than (2)] to admit stationary quantum states have been reported elsewhere. ${ }^{5}$
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#### Abstract

We extend previous work on the ground state of the symmetric three-body problem by expanding the two-body orbitals $\varphi(k, \kappa)$ or $\varphi(\mathbf{k}, \boldsymbol{x})$ (one and three dimensions, respectively) in a set of Sturmian functions. This retains the advantages of the previous expansions, and gains several new ones as well. Among these are a simplification of the equations and a transparent way of estimating convergence. The onedimensional problem is reduced to an infinite set of coupled integral equations in one variable and the three-dimensional one to a doubly infinite set. As an application and a test of convergence we have solved the one-dimensional equations numerically in successive truncations. We find that keeping only the first term of the set yields results typically accurate to a fraction of a percent.


## I. INTRODUCTION

In previous papers by one of us, ${ }^{1-4}$ we have treated the quantum-mechanical problem of three identical particles bound by identical interparticle potentials. In the first of these we pointed out the advantages of writing the wavefunction in a special way, as a sum of three parts or, as we called them, "two-body orbitals," one part for each interparticle distance. This idea proved fruitful for the bound-state problem and it was also applied by Mitra, ${ }^{5}$ Fadeev, ${ }^{6}$ and others to

[^140]three-body scattering problems. Now these two-body orbitals derived their name from the fact that they satisfied an equation that resembled a two-body equation, and this observation made it natural to try to expand them in a complete set of two-body functions. This was done in Ref. 4. As we emphasized there, the most advantageous two-body set to use was not that generated by the interparticle potential that entered the three-body equation, but rather that for a potential of the same shape, but with enhanced strength. Even so there remained one problem. This (or any other ordinary two-body set) has both a discrete spectrum of eigenvalues and a continuous one, and with it one is faced in principle with the nasty problem of treating the continuous eigenfunctions. In this joint paper then, we get around this final difficulty by expanding the two-body orbitals in a set of two-body Sturmian functions. This is a set which
is complete, but which has no continuum. It has been exploited by Rotenberg ${ }^{7}$ for three-body scattering problems, and is discussed below. In addition to doing away with the continuum, the Sturmian set has several other advantages that will appear later.
The method works for particles in any number of dimensions. It is then convenient to start with three bodies in one dimension, since the equations contain the essence of the method without the somewhat superfluous complications that three dimensions brings.

## II. GENERAL THEORY

The basic equation for the one-dimensional threebody problem is Eq. (3) of Ref. 4 for $\varphi(k, \kappa)$, the Fourier transform of the two-body orbital. This can be written

$$
\begin{align*}
\varphi(k, \kappa)= & -\left[2 \pi\left(k^{2}+\frac{3}{4} \kappa^{2}+K^{2}\right)\right]^{-1} \iint v(x)\left\{\varphi\left(k^{\prime}, \kappa\right)\right. \\
& \times e^{i x\left(k^{\prime}-k\right)}+\varphi\left(\frac{k^{\prime}}{2}, k^{\prime}-2 \kappa\right) \\
& \left.\times\left[e^{i x\left(k^{\prime}-k-\frac{1}{2} \kappa\right)}+e^{i x\left(-k^{\prime}-k+\frac{3}{2} \kappa\right)}\right]\right\} d k^{\prime} d x . \tag{1}
\end{align*}
$$

It is convenient now to make a minor change in notation, and show explicitly both that the interparticle potential $v(x)$ is negative and that it has a length $a$ associated with it; instead of Eq. (4) of Ref. 4, we write

$$
v(x)=-v_{0} u(x / a)
$$

Then Eq. (1) becomes, with $x / a=z$,

$$
\begin{align*}
\varphi(k, \kappa)= & \frac{w}{2 \pi\left(k^{2}+\frac{3}{4} \kappa^{2}+\beta^{2}\right)} \iint u(z)\left\{\varphi\left(k^{\prime}, \kappa\right)\right. \\
& \times e^{i z\left(k^{\prime}-k\right)}+\varphi\left(\frac{k^{\prime}}{2}, k^{\prime}-2 \kappa\right) \\
& \left.\times\left[e^{i z\left(k^{\prime}-k-\frac{3}{2} \kappa\right)}+e^{i z\left(-k^{\prime}-k+\frac{3}{2} \kappa\right)}\right]\right\} d k^{\prime} d z . \tag{2}
\end{align*}
$$

Now $k$ and $\kappa$ are dimensionless, as are the energy parameter $\beta^{2}$ and potential-strength parameter $w$ :

$$
\beta^{2}=m|E| a^{2} / \hbar^{2}, \quad w=m V_{0} a^{2} / \hbar^{2} .
$$

Our problem now is to extract $\beta^{2}$ from Eq. (2) as a function of $w$ for the ground state. Consider then $\varphi(k, \kappa)$ as a function of $k$. Much as we have done before, ${ }^{4}$ we want to expand this dependence in a complete set of functions; as we have remarked we shall take this to be a Sturmian set corresponding to a two-body potential. This set is described in detail in the Appendix: suffice it here to say in general how

[^141]it arises. If we consider a two-body problem involving a potential ${ }^{8} \tilde{w} u(z)$ and corresponding energy parameter $\tilde{\beta}$, then one ordinarily considers the spectrum of eigenvalues $\tilde{\beta}_{1}, \tilde{\beta}_{2}, \tilde{\beta}_{3} \cdots$ for a fixed $\tilde{w}$. We can turn this around however, and imagine $\tilde{\beta}$ fixed, and then ask for the set of eigenvalues $\tilde{w}_{l}$ and corresponding eigenfunctions. This set is the Sturmian set.

For the ground state of the three-body problem for which $\varphi$ is an even function of $k$, we need the even functions of this set in momentum space; we call them $T_{l}(k) .{ }^{9}$ From the Appendix we take two basic properties of these functions. First, they satisfy the Schrödinger equation in momentum space for $\tilde{\beta}$ fixed and $\tilde{w}_{l}$ considered as an eigenvalue:

$$
\begin{equation*}
T_{l}(k)=\frac{\tilde{w}_{l}}{2 \pi\left(k^{2}+\tilde{\beta}^{2}\right)} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u(z) T_{l}\left(k^{\prime}\right) e^{i z\left(k^{\prime}-k\right)} d z d k^{\prime} ; \tag{3}
\end{equation*}
$$

second, they satisfy the orthogonality relation

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(k^{2}+\tilde{\beta}^{2}\right) T_{l}^{*}(k) T_{n}(k) d k=\tilde{w}_{l} \delta_{n l} . \tag{4}
\end{equation*}
$$

With these functions then we expand $\varphi(k, \kappa)$

$$
\begin{equation*}
\varphi(k, \kappa)=\sum_{l=1}^{\infty} T_{l}(k) f_{l}(\kappa), \tag{5}
\end{equation*}
$$

and put this into (2) to get

$$
\begin{align*}
\left(k^{2}+\frac{3 \kappa^{2}}{4}+\beta^{2}\right) & \sum_{l=1}^{\infty} T_{l}(k) f_{l}(\kappa) \\
= & \frac{w}{2 \pi} \iint^{w} u(z)\left\{e^{i z\left(k^{\prime}-k\right)} \sum_{l=1}^{\infty} T_{l}\left(k^{\prime}\right) f_{l}(\kappa)\right. \\
& +\left[e^{i z\left(k^{\prime}-k-3 \kappa / 2\right)}+e^{i z\left(-k^{\prime}-k+3 \kappa / 2\right)}\right] \\
& \left.\times \sum_{l=1}^{\infty} T_{l}\left(\frac{k^{\prime}}{2}\right) f_{l}\left(k^{\prime}-2 \kappa\right)\right\} d k^{\prime} d z . \tag{6}
\end{align*}
$$

We multiply through by $T_{n}^{*}(k)$ and integrate with respect to $k$ to obtain

$$
\begin{align*}
& \int\left[T_{n}^{*}(k)\left(k^{2}+\frac{3}{4} \kappa^{2}+\beta^{2}\right) \sum_{l=1}^{\infty} T_{l}(k) f_{l}(\kappa)\right] d k \\
& =\frac{w}{2 \pi} \iiint \int(z) T_{n}^{*}(k) e^{i z\left(k^{\prime}-k\right)}\left\{\sum_{l=1}^{\infty} T_{l}\left(k^{\prime}\right) f_{l}(\kappa)\right\} d k^{\prime} d z d k \\
& \quad+\frac{w}{2 \pi} \iiint u(z) T_{n}^{*}(k)\left[e^{i z\left(k^{\prime}-k-3 \kappa / 2\right)}+e^{\left.i z l\left(-k^{\prime}-k+3 \kappa / 2\right)\right]}\right] \\
& \quad \times\left\{\sum_{l=1}^{\infty} T_{l}\left(\frac{\kappa^{\prime}}{2}\right) f_{l}\left(k^{\prime}-2 \kappa\right)\right\} d k^{\prime} d z d k \tag{7}
\end{align*}
$$

We can then simplify this equation considerably as follows. For the left-hand side we define constants

[^142]$c_{n l}$ and $d_{n l}$ by
\[

$$
\begin{align*}
c_{n l} & =\int T_{n}^{*}(k) T_{l}(k) d k  \tag{8}\\
d_{n l} & =\int T_{n}^{*}(k) T_{l}(k) k^{2} d k \tag{9}
\end{align*}
$$
\]

whereupon it becomes

$$
\sum_{l=1}^{\infty} f_{l}(\kappa)\left(\left(\frac{3}{4} \kappa^{2}+\beta^{2}\right) c_{n l}+d_{n l}\right)
$$

which is the left-hand side of Eq. (7). The first triple integral on the right-hand side reduces immediately on using Eq. (A8) of the Appendix, and is

$$
w f_{n}(\kappa)
$$

the first term on the right-hand side of Eq. (7). For the remaining term on the right-hand side, we use a slight variant of (3), viz.,

$$
\iint u(z) T_{n}^{*}(k) e^{-i z(k-\xi)} d k d z=\frac{2 \pi\left(\xi^{2}+\tilde{\beta}^{2}\right) T_{n}^{*}(\xi)}{\tilde{w}_{n}}
$$

and the second triple integral on the right-hand side reduces to

$$
\begin{aligned}
\frac{w}{\tilde{w}_{n}} \int\left[\left(k^{\prime}-\frac{3 \kappa}{2}\right)^{2}\right. & \left.+\beta^{2}\right] \\
& \times\left[T_{n}^{*}\left(k^{\prime}-\frac{3 \kappa}{2}\right)+T_{n}^{*}\left(-k^{\prime}+\frac{3 \kappa}{2}\right)\right] \\
& \times\left(\sum_{l=1}^{\infty} T_{l}\left(\frac{k^{\prime}}{2}\right) f_{l}\left(k^{\prime}-2 \kappa\right)\right) d k^{\prime}
\end{aligned}
$$

which is the second term on the right-hand side of Eq. (7). We put all this together now, recognize that $T_{n}(k)=T_{n}(-k)$ and change the variable of integration in the last expression from $k^{\prime}$ to $y=k^{\prime}-$ $2 \kappa$. We get

$$
\begin{align*}
& \sum_{l=1}^{\infty} f_{l}(\kappa)\left[\left(\frac{3 \kappa^{2}}{4}+\beta^{2}\right) c_{n l}+d_{n l}\right]-w f_{n}(\kappa) \\
&= \frac{2 w}{\tilde{w}_{n}} \int\left[\left(y+\frac{\kappa}{2}\right)^{2}+\beta^{2}\right] T_{n}^{*}\left(y+\frac{\kappa}{2}\right) \\
& \times\left(\sum_{l=1}^{\infty} T_{l}\left(\frac{y}{2}+\kappa\right) f_{l}(y)\right) d y . \tag{10}
\end{align*}
$$

There is one further simplification we can make. From Eq. (A9) we have

$$
\begin{equation*}
\tilde{\beta}^{2} c_{n l}+d_{n l}=\tilde{w}_{n} \delta_{n l} \tag{11}
\end{equation*}
$$

Now the parameter $\tilde{\beta}$ that enters the two-body equation is still at our disposal. We have already indicated ${ }^{3.4}$ on physical grounds the desirability of choosing it to equal $\beta$, the three-body binding energy. Now we see a mathematical reason as well, for if we
do this Eq. (11) becomes

$$
\begin{equation*}
\beta^{2} c_{n l}+d_{n l}=\tilde{w}_{n} \delta_{n l} \tag{12}
\end{equation*}
$$

and this can be used to simplify the left-hand side of Eq. (10) so that it becomes

$$
\begin{align*}
f_{n}(\kappa)\left(\tilde{w}_{n}-w\right)+ & \frac{3}{4} \kappa^{2} \sum_{l=1}^{\infty} f_{l}(\kappa) c_{n l} \\
= & \frac{2 w}{\tilde{w}_{n}} \int_{-\infty}^{\infty} d y\left[\left(y+\frac{1}{2} \kappa\right)^{2}+\beta^{2}\right] T_{n}^{*}\left(y+\frac{1}{2} \kappa\right) \\
& \times\left[\sum_{l=1}^{\infty} f_{l}(y) T_{l}\left(\frac{1}{2} y+\kappa\right)\right] \tag{13}
\end{align*}
$$

This then is the final set of integral equations in the functions $f_{n}(\kappa)$.

With this at hand we can discuss the three-dimensional problem; its general outline is very similar to the one-dimensional one, except that vector variables replace scalar ones. As in one dimension we write a typical interparticle potential $V(r)$ as

$$
V(r)=-V_{0} u(r / a)
$$

and use the same definition for the energy parameter $\beta^{2}$ and potential strength parameter $w$. Then the basic equation for the two-body orbital $\varphi(\mathbf{k}, \boldsymbol{x})$, Eq. (2) of Ref. 4, becomes

$$
\begin{align*}
\phi(\mathbf{k}, \boldsymbol{x})= & \frac{w}{(2 \pi)^{3}\left(k^{2}+\frac{3}{4} \kappa^{2}+\beta^{2}\right)} \iint u(r)\left\{\phi\left(\mathbf{k}^{\prime}, \boldsymbol{x}\right)\right. \\
& \times e^{i \mathbf{r} \cdot\left(\mathbf{k}^{\prime}-\mathbf{k}\right)}+\phi\left(\frac{1}{2} \mathbf{k}^{\prime}, \mathbf{k}^{\prime}-2 \boldsymbol{x}\right) \\
& \left.\times\left[e^{i \mathbf{r} \cdot\left(\mathbf{k}^{\prime}-\mathbf{k}-\frac{3}{2} x\right)}+e^{i \mathbf{r} \cdot\left(-\mathbf{k}^{\prime}-\mathbf{k}+\frac{3}{2} x\right)}\right]\right\} d \mathbf{k}^{\prime} d \mathbf{r} \tag{14}
\end{align*}
$$

We shall again expand $\varphi$ as a function of $\mathbf{k}$, in a complete set of Sturmian functions. These are defined as the eigenfunctions of the relative two-body problem for a potential - $\tilde{V}_{0} u(r / a)$ with the energy parameter $\tilde{\beta}^{2}=2 m|E| / \hbar^{2}$ fixed and the potential strength parameter $\tilde{w}=2 m \widetilde{V}_{0} / \hbar^{2}$ as eigenvalue. They are discussed in detail in the Appendix. As in one dimension, and for the same reasons, we shall choose the energy parameter $\tilde{\beta}$ to be equal to $\beta$.

We shall be concerned mainly with the threedimensional Sturmian functions in momentum space; we call them $T_{\mathbf{s}}(\mathbf{k})$. The vector index $\mathbf{s}$ stands for the multiple quantum numbers that are appropriate to the three dimensions; we shall specify them more closely later. But writing them in the present form for the moment we retain a very useful similarity with the one-dimension case. Thus we expand $\varphi(\mathbf{k}, \boldsymbol{x})$ much as in Eq. (5),

$$
\begin{equation*}
\varphi(\mathbf{k}, \boldsymbol{x})=\sum_{\mathbf{s}} T_{\mathbf{s}}(\mathbf{k}) F_{\mathbf{s}}(\boldsymbol{x}) \tag{15}
\end{equation*}
$$

and inserting this in (14) can use essentially the same algebra and subsidiary equations as before. We therefore omit the details, and simply record the basic set of equations, the analogs of Eqs. (13), for the functions $F_{s}(x)$. These are

$$
\begin{align*}
F_{\mathrm{s}}(\boldsymbol{x})\left(\tilde{w}_{\mathrm{s}}-w\right)+ & \frac{3 \kappa^{2}}{4} \sum_{\mathrm{t}} F_{\mathrm{t}}(\boldsymbol{x}) C_{\mathrm{st}} \\
= & \frac{w}{\tilde{w}_{\mathrm{s}}} \int\left[(\mathbf{y}+\boldsymbol{x} / 2)^{2}+\beta^{2}\right] \\
& \times\left\{T_{\mathrm{s}}^{*}(\mathbf{y}+\boldsymbol{x} / 2)+T_{\mathrm{s}}^{*}(-\mathbf{y}-\boldsymbol{x} / 2)\right\} \\
& \times \sum_{\mathrm{p}} F_{\mathrm{p}}(\mathbf{y}) T_{\mathrm{p}}(\mathbf{y} / 2+\boldsymbol{x}) d \mathbf{y} \tag{16}
\end{align*}
$$

where

$$
\begin{equation*}
C_{\mathrm{st}}=\int T_{\mathrm{s}}^{*}(\mathbf{k}) T_{\mathrm{t}}(\mathbf{k}) d \mathbf{k} \tag{17}
\end{equation*}
$$

Now the form (15) for $\varphi(\mathbf{k}, \boldsymbol{x})$ is really too general if we are interested in the ground state, which presumably corresponds to zero angular momentum. For we have shown previously that the most general form for this case is

$$
\begin{equation*}
\varphi(\mathbf{k}, \boldsymbol{x})=\sum_{l=\mathbf{0}}^{\infty} \varphi_{l}(k, \kappa) P_{l}(\cos \gamma) \tag{18}
\end{equation*}
$$

where $\gamma$ is the angle between $\mathbf{k}$ and $\boldsymbol{x}$. This limits the form of the functions $F_{s}(\boldsymbol{x})$, as we show now. As we discuss in the Appendix the vector index $s$ that labels the functions $T_{s}(\mathbf{k})$ can be taken to stand for the three conventional quantum numbers $n l m$, with $T_{s}(\mathbf{k})$ of the form

$$
T_{\mathbf{s}}(\mathbf{k}) \rightarrow T_{n l}(k) Y_{l m}\left(\Omega_{k}\right)
$$

Thus the expansion (15) can be written

$$
\varphi(\mathbf{k}, \boldsymbol{x})=\sum_{n l m} T_{n l}(k) Y_{l m}\left(\Omega_{k}\right) F_{n l m}(\boldsymbol{k})
$$

If we compare this to (18), in which we imagine $P_{l}(\cos \gamma)$ expanded by the addition theorem, we conclude that $F_{n t m}(x)$ is of the form

$$
\begin{equation*}
F_{n l m}(x) \rightarrow F_{n l}(\kappa) Y_{l m}^{*}\left(\Omega_{\kappa}\right) \tag{19}
\end{equation*}
$$

If then we put (19) into (16) we get

$$
\begin{align*}
& F_{n l}(\kappa) Y_{l m}^{*}\left(\Omega_{\kappa}\right)\left(\tilde{w}_{n l}-w\right) \\
&+\frac{3 \kappa^{2}}{4} \sum_{n^{\prime} l^{\prime} m^{\prime}} F_{n^{\prime} l^{\prime}}(\kappa) Y_{l^{\prime} m^{\prime}}^{*}\left(\Omega_{\kappa}\right) C_{n l m n^{\prime} l^{\prime} m^{\prime}} \\
&= \frac{w}{\tilde{w}_{n l}} \int\left[(\mathbf{y}+x / 2)^{2}+\beta^{2}\right]\left(1+(-)^{l}\right) \\
& \times T_{n l}^{*}(|\mathbf{y}+x / 2|) Y_{l m}^{*}\left(\Omega_{y+\kappa / 2}\right) \\
& \times\left\{\sum_{n^{\prime} l^{\prime} m^{\prime}} F_{n^{\prime} l^{\prime}}(y) Y_{l^{\prime} m^{\prime}}^{*}\left(\Omega_{y}\right) T_{n^{\prime} l^{\prime}}(|\mathbf{y} / 2+x|)\right. \\
&\left.\times Y_{l^{\prime} m^{\prime}}\left(\Omega_{y^{\prime} 2+\kappa}\right)\right\} y^{2} d y d \Omega_{y} . \tag{20}
\end{align*}
$$

This equation can now be simplified in several ways. First, for the summation over $m^{\prime}$ under the integral sign we can write

$$
\sum_{m^{\prime}} Y_{l^{\prime} m^{\prime}}^{*}\left(\Omega_{y}\right) Y_{l^{\prime} m^{\prime}}\left(\Omega_{\nu / 2+\kappa}\right)=\left[\left(2 l^{\prime}+1\right) / 4 \pi\right] P_{l^{\prime}}(\cos \mu)
$$

where $\mu$ is the angle between $y$ and $y / 2+x$. Moreover, since Eq. (20) holds for arbitrary $m$ we can conveniently set $m=0$, whereupon

$$
Y_{l 0}\left(\Omega_{\kappa}\right) \rightarrow[(2 l+1) / 4 \pi]^{\frac{1}{2}} P_{l}\left(\cos \theta_{\kappa}\right)
$$

where $\theta_{\kappa}$ is the angle between $x$ and the $z$ axis. If we then multiply by $\sin \theta_{\kappa}$ and integrate over $\theta_{\kappa}$ we get

$$
\begin{align*}
F_{n l}(\kappa) & \left(\tilde{w}_{n l}-w\right)+\frac{3 \kappa^{2}}{4} \sum_{n^{\prime}} F_{n^{\prime} l}(\kappa) C_{n l 0, n^{\prime} l 0} \\
= & \frac{w}{\tilde{w}_{n l}} \frac{(2 l+1)}{8 \pi} \int\left[(\mathbf{y}+x / 2)^{2}+\beta^{2}\right]\left(1+(-)^{l}\right) \\
& \times T_{n l}(|\mathbf{y}+x / 2|) P_{l}\left(\cos \theta_{y+\kappa / 2}\right) P_{l}\left(\cos \theta_{\kappa}\right) \\
& \times\left\{\sum_{n^{\prime} l}\left(2 l^{\prime}+1\right) F_{n^{\prime} l^{\prime}}(y) T_{n^{\prime} l^{\prime}}(|\mathbf{y} / 2+x|) P_{l^{\prime}}(\cos \mu)\right\} \\
& \times y^{2} \sin \theta_{\kappa} d y d \Omega_{y} d \theta_{\kappa} . \tag{21}
\end{align*}
$$

Then this is the final set of equations.

## III. APPLICATIONS

As an example we apply Eqs. (13) to a square-well interparticle potential ${ }^{10}$ which is defined by

$$
u(z)= \begin{cases}1, & |z|<1 \\ 0, & |z|>1\end{cases}
$$

The two-body functions $T_{n}(k)$, which are discussed in the Appendix, are then

$$
\begin{align*}
T_{n}(k)= & \frac{2}{(2 \pi)^{\frac{1}{2}}\left[1+\left(\sin 2 \alpha_{n} / 2 \alpha_{n}\right)\right]^{\frac{1}{2}}}\left\{\frac{\left(\tilde{\beta}^{2}+\alpha_{n}^{2}\right)}{\left(\tilde{\beta}^{2}+k^{2}\right)\left(\alpha_{n}+k\right)}\right. \\
& \left.\times\left[\frac{\alpha_{n} \sin \left(\alpha_{n}-k\right)}{\alpha_{n}-k}+\cos \alpha_{n} \sin k\right]\right\} . \tag{22}
\end{align*}
$$

The relation between the energy parameter $\tilde{\beta}$ and well strength $\tilde{w}_{n}$ is given by

$$
\begin{equation*}
\alpha_{n} \tan \alpha_{n}=\tilde{\beta} \tag{23}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha_{n}=\left(\tilde{w}_{n}-\tilde{\beta}^{2}\right)^{\frac{1}{2}} \tag{24}
\end{equation*}
$$

With these results, we are now ready to discuss the numerical solutions of Eqs. (13). Since this is an infinite set of equations, we must of course truncate it. We shall begin by truncating it as severely as possible,

[^143]i.e., by assuming only $f_{1}$ is different from zero; later we discuss the error that this involves.

With this assumption Eqs. (13) reduce to the single one

$$
\begin{align*}
f_{1}(\kappa)= & \frac{2 w}{\tilde{w}_{1}\left(\tilde{w}_{1}-w+\frac{3 \kappa^{2}}{4} c_{11}\right)} \int\left[\left(y+\frac{\kappa}{2}\right)^{2}+\beta^{2}\right] \\
& \times T_{1}^{*}\left(y+\frac{\kappa}{2}\right) T_{1}(y / 2+\kappa) f_{1}(y) d y \tag{25}
\end{align*}
$$

According to the prescription above in which $\tilde{\beta}$ is taken to be equal to $\beta$, the parameter $\tilde{w}_{1}$ is determined according to (24) from

$$
\left(\tilde{w}_{1}-\beta^{2}\right)^{\frac{1}{2}} \tan \left(\tilde{w}_{1}-\beta^{2}\right)^{\frac{1}{2}}=\beta .
$$

If then we consider that this equation is to be satisfied by fixing $\beta$ and then solving for $\tilde{w}$, we can consider $\beta$ as known. The functions $T_{1}(y+\kappa / 2)$ and $T_{1}(y / 2+$ $\kappa$ ) that enter (13), and that are defined by Eq. (22), are then well-determined. If we put them into (25) explicitly we get the basic equation

$$
\begin{align*}
& f_{1}(\kappa)=\frac{4 w\left(\beta^{2}+\alpha_{1}^{2}\right)^{2}}{\pi \tilde{w}_{1}\left(\tilde{w}_{1}-w+\frac{3}{4} \kappa^{2} c_{1}\right)\left[1+\left(\sin 2 \alpha_{1} / 2 \alpha_{1}\right)\right]} \\
& \quad \times \int_{-\infty}^{\infty} \frac{f_{1}(y)}{\left.\left\{\beta^{2}+\left[\frac{y}{2}+\kappa\right]^{2}\right\}\right]\left[\alpha_{1}+y+\frac{\kappa}{2}\right]\left[\alpha_{1}+\frac{y}{2}+\kappa\right]} \\
& \quad \times\left\{\frac{\alpha_{1} \sin \left(\alpha_{1}-y / 2-\kappa\right)}{\left(\alpha_{1}-y / 2-\kappa\right)}+\cos \alpha_{1} \sin (y / 2+\kappa)\right\} \\
& \quad \times\left\{\frac{\alpha_{1} \sin \left(\alpha_{1}-y-\kappa / 2\right)}{\left(\alpha_{1}-y-\kappa / 2\right)}+\cos \alpha_{1} \sin (y+(\kappa / 2)]\right\} d y . \tag{26}
\end{align*}
$$

To solve this equation we have approximated the integral by a sum, and thereby converted it to a set of linear equations whose vanishing determinant gives the relation between $\beta$ and $w$ that we seek. To check the approximation made in truncating the set of Eqs. (13) we have also similarly solved the analogous pair and triad of equations that are obtained by truncating less severely, i.e., when $f_{1}$ and $f_{2}$ are assumed nonzero, and likewise for $f_{1}, f_{2}$, and $f_{3}$. The results are given in Table I.

We see that there is a very small difference in the numerical values for the three different cases we consider. The approximation of keeping only $f_{1}$ is thus a very good one. We see this from another point of view if we look at the functions $f_{1}, f_{2}$, and $f_{3}$ which are plotted in Fig. 1. The small differences among the numerical values in Table I are reflected in the fact that $f_{2}$ and $f_{3}$ are indeed small compared with $f_{1}$.

Although these results are quite satisfactory,

Table I. The binding-energy parameter $\beta^{\mathbf{3}}=m|E| a^{2} / h^{\mathbf{x}}$ vs the potential strength parameter $w=m V_{0} a^{3} / \hbar^{2}$, for onedimensional, three-body problem with square-well interparticle potentials of strength $V_{0}$ and width $2 a$. The last three columns give the results obtained by truncating Eqs. (13) successively, i.e., by first keeping only $f_{1}$, then $f_{1}$ and $f_{2}$, and finally $f_{1}$ and $f_{2}$ and $f_{3}$.

|  | $\beta^{2}$ |  |  |
| :---: | :---: | :---: | :---: |
| $w$ | With | With | With |
|  | $f_{1}$ | $f_{1}$ and $f_{2}$ | $f_{1}, f_{2}$, and $f_{3}$ |
| 0.5 | 0.57920 | 0.57920 | 0.57895 |
| 1.0 | 1.6210 | 1.6210 | 1.6231 |
| 1.5 | 2.8204 | 2.8217 | 2.8214 |
| 2.0 | 4.0958 | 4.0998 | 4.0997 |

considerable computing capacity is needed to solve the equations when $f_{1}, f_{2}$, and $f_{3}$ are included. Since $f_{2}$ and $f_{3}$ are indeed small, it is then natural to see if they can be obtained to sufficient accuracy from $f_{1}$ itself, in an iterative way. This is, if possible, clearly desirable, since it reduces the problem from that of solving several coupled integral equations to that of solving a single one with some kind of subsequent integration.

To show that this is indeed possible, we do it. In (13) then we set $n=2$, restrict the sum on the lefthand side to $l=1$ and $l=2$, and keep only the presumed dominant term corresponding to $l=1$ under the integral sign. Then our approximate expression for $f_{2}$ is

$$
\begin{align*}
f_{2}(\kappa) \approx & -\frac{3 \kappa^{2} c_{21} f_{1}(\kappa)}{4\left[\tilde{w}_{2}-w+\frac{3 \kappa^{2}}{4} c_{22}\right]} \\
& +\frac{2 w}{\tilde{w}_{2}\left[\tilde{w}_{2}-w+\frac{3 \kappa^{2}}{4} c_{22}\right]} \\
& \times \int_{-\infty}^{\infty}\left[\left(y+\frac{\kappa}{2}\right)^{2}+\beta^{2}\right] T_{2}^{*}\left(y+\frac{\kappa}{2}\right) \\
& \times T_{1}\left(\frac{y}{2}+\kappa\right) f_{1}(y) d y . \tag{27}
\end{align*}
$$

We have calculated $f_{2}(\kappa)$ numerically from this equation for the case $w=2$; the results are presented in Fig. 2 and compared with the "exact" result for $f_{2}$ obtained as described above. The agreement is quite good.

It is instructive to look at the qualitative reasons that $f_{2}$ is everywhere small, since very similar reasons will apply for the three-dimensional case. Part of the reason is the fact that $\tilde{w}_{2}$ is fairly large, usually an order of magnitude larger than $w_{1}$. For example, for $w=1, \tilde{w}_{2}=13.3$; for $w=2, \tilde{w}_{2}=14.4$. With


FIG. 1. The functions $f_{1}(\kappa), f_{2}(\kappa), f_{3}(\kappa)$ as calculated numerically from the truncated set of Eqs. (13); $w=1$.
this in mind we see that the first term on the right-hand side of Eq. (19) is small on two accounts; first, there is the factor $\tilde{w}_{2}$ in the denominator; second, since $f_{1}(\kappa)$ peaks at the origin (and is in fact normalized to unity there), $\kappa^{2}$ is large when $f_{1}$ is small and vice versa, and their product turns out always to be small. The term on the right-hand side that contains the integral is small because the integral is of order unity, but the factor that multiplies it is of order $w / \tilde{w}_{2}^{2}$. The higher functions $f_{3}$, etc., can be estimated in much the same way, and they are still smaller for similar but stronger reasons.

The solution of Eqs. (21) for the three-dimensional case is begun along the same lines; it is of course more complicated in that a double truncation, in the two indices $n$ and $l$ are involved. One would expect, a priori, almost as good convergence as for the onedimensional case since we have already found ${ }^{3,4}$ that the truncation in $l$ causes small error, and the truncation as a function of $n$ is very similar to that in one dimension. We have made a preliminary investigation of this in that we have solved numerically the truncated Eq. (21) keeping only $F_{10}$. The answers we get do not, however, agree with those due to Kalos ${ }^{11}$; we have still to resolve this. It may be that Kalos' results are in error, although this seems unlikely, or that the truncation we have been forced to make is much worse than in one dimension, ${ }^{12}$ or even that there may be some difficulty due to the fact that the Sturmian functions for a cutoff potential do not form a complete set for expansion outside the cutoff region. But these matters demand more discussion than is appropriate for the present paper,
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Fig. 2. The function $f_{2}$ calculated approximately from Eq. (19) and the zeroth-order expression for $f_{1}$, compared with the same as calculated as for Fig. 1.
and we shall leave them in abeyance for the moment, contenting ourselves with the one-dimensional results and with the fact that a generalization of this method has proved itself elsewhere ${ }^{13}$ for the He atom, i.e., for Coulomb interparticle potentials.

## IV. DISCUSSION

The present method has now been expounded in several papers; it seems worthwhile at this point to summarize it, and highlight its basic features, so that the essentials stand out. Moreover, Fadeev ${ }^{6}$ has discussed the scattering problem with a method that has some resemblance to this one, and it is worth pointing out both the similarities and the differences.

The first feature is the splitting of the wavefunction into three parts, as in Eq. (12) of Ref. 2. The motivation for this is described at some length in the earlier papers, and we shall not repeat it. We note, however, that a similar technique was later applied by Fadeev, who in the scattering problem split the $t$ matrix analogously into three parts. This splitting has by now been proven advantageous in several ways; it turns out that these "partial wavefunctions" generally satisfy simpler equations than the total wavefunctions. For example, the scattering problem for separable potentials can be solved with it, ${ }^{5}$ as can the problem of the three repulsive $\delta$ functions in a box, ${ }^{12}$ and with it, as one of us has shown, ${ }^{13}$ even the problem of the He atom becomes tractable.

The next point of the method, which is conceptually independent of the previous one, is the expansion of the partial wavefunctions or "two-body orbitals" in a complete set of two-body functions. These are most naturally taken to be the eigenfunctions that correspond to the interparticle potential acting between any pair. Analogously, in the scattering problem Fadeev

[^145]expresses the three-body $t$ matrix in terms of all possible two-body $t$ matrices. The advantage of this procedure in the present case is that it reduces the equations for the orbitals to fairly simple and transparent form, since one can use equations like (A8) to simplify what would otherwise be complicated integrals. Thus, the expansion in a two-body set removes any explicit appearance of the potentials from the three-body equations.

The third feature of the method is essentially the observation that the two-body expansion basis we have just discussed may be the most natural, but it is not necessarily the most advantageous. As we have shown, we can expand in eigenfunctions of not only the true interparticle potential, but also of one with the same shape and enhanced strength. This gives an extra parameter, which can be exploited to considerable advantage. As we have seen if we adopt the prescriptions given in the text for this parameter, we simplify the form of the equations and insure the correctness of the asymptotic form of the two-body orbitals.
The fourth step in the method, and this is the innovation of the present paper, is of course, to choose not an ordinary set of two-body functions, but the Sturmian set. One then retains all the previous advantages, and also does away with continuum problems Moreover, the problem of truncating the equations becomes relatively transparent, as we have seen, in that estimates of the higher-order functions are given in terms of the Sturmian eigenvalues, for example, as in Eq. (27).
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## APPENDIX: STURMIAN FUNCTIONS

We first treat one dimension for which the Schrödinger equation ${ }^{14}$ for the potential

$$
\begin{equation*}
V(x)=-V_{0} u(x / a) \tag{A1}
\end{equation*}
$$

and binding energy $E=-|E|$ is

$$
\begin{equation*}
-\frac{\hbar^{2}}{m} \frac{d^{2} \psi}{d x^{2}}-V_{0} u(x / a) \psi=-|E| \psi \tag{A2}
\end{equation*}
$$

It will be general enough for us to assume that the potential $u(x / a)$ is symmetric about the origin. Then the eigenfunctions of $\psi$ split up into two groups: the

[^146]symmetric ones which we call $S_{l}$, and the antisymmetric ones, which we do not need to consider. Now we set
\[

$$
\begin{equation*}
z=x / a, \quad \tilde{\beta}^{2}=m|E| a^{2} / \hbar^{2}, \tilde{w}=m V_{0} a^{2} / \hbar^{2} ; \tag{A3}
\end{equation*}
$$

\]

the tildes $(\sim)$ over the parameters $\beta$ and $w$ emphasize that they refer to a two-body problem. We also put a subscript on $\tilde{w}$ to emphasize that it is now one of a set of eigenvalues, and rewrite Eq. .(A2) for the specifically symmetric function $S_{l}$,

$$
\begin{equation*}
\frac{d^{2} S_{l}}{d z^{2}}-\left(\tilde{w}_{l} u(z)+\tilde{\beta}^{2}\right) S_{l}=0 \tag{A4}
\end{equation*}
$$

The Fourier transform of $S_{l}$ is $T_{l}(k)$,

$$
\begin{equation*}
T_{l}(k)=\frac{1}{(2 \pi)^{\frac{1}{2}}} \int_{-\infty}^{\infty} S_{l}(z) e^{-i k z} d z, \tag{A5}
\end{equation*}
$$

and it satisfies

$$
\begin{equation*}
T_{l}(k)=\frac{\tilde{w}_{l}}{2 \pi\left(k^{2}+\tilde{\beta}^{2}\right)} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u(z) T_{l}\left(k^{\prime}\right) e^{i z\left(k^{\prime}-k\right)} d z d k^{\prime} \tag{A6}
\end{equation*}
$$

The orthogonality relation for the $S_{l}$, obtained from (A4) by multiplying it by $S_{m}^{*}$, integrating, etc., is not quite the standard one but reads

$$
\begin{equation*}
\int_{-\infty}^{\infty} S_{m}^{*}(z) S_{l}(z) u(z) d z=\delta_{m l} \tag{A7}
\end{equation*}
$$

This equation becomes, in terms of $T_{m}^{*}$ and $T_{l}$,

$$
\begin{equation*}
\frac{1}{2 \pi} \iiint T_{m}^{*}(k) T_{l}\left(k^{\prime}\right) e^{i z\left(k^{\prime}-k\right)} u(z) d k d k^{\prime} d z=\delta_{m l} \tag{A8}
\end{equation*}
$$

This last equation, used in conjunction with (A6), gives the further useful relation

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(k^{2}+\tilde{\beta}^{2}\right) T_{m}^{*}(k) T_{l}(k) d k=\delta_{m l} \tilde{w}_{m} \tag{A9}
\end{equation*}
$$

For the one-dimensional application in the text we need the symmetric Sturmian set for the potential

$$
u(z)= \begin{cases}1, & |z|<1 \\ 0, & |z|>1\end{cases}
$$

This is elementary to calculate; the functions are

$$
S_{n}(z)=\left\{\begin{array}{l}
N_{n} \cos \alpha_{n} z, \quad|z|<1, \\
N_{n} \cos \alpha_{n} \exp [\tilde{\beta}(1-|z|)], \quad|z|>1,
\end{array}\right.
$$

where

$$
\alpha_{n}=\left(\tilde{w}_{n}-\tilde{\beta}^{2}\right)^{\frac{1}{2}} .
$$

The normalization constant $N_{n}$ is

$$
N_{n}=\left(1+\frac{\sin \alpha_{n} \cos \alpha_{n}}{\alpha_{n}}\right)^{-\frac{1}{2}}
$$

and the relation between the energy parameter $\tilde{\beta}$ and the strength parameter $\tilde{w}_{n}$ obtained by matching solutions at $|z|=1$ is

$$
\alpha_{n} \tan \alpha_{n}=\tilde{\beta}
$$

The Fourier transform $T_{n}(k)$ turns out to be

$$
\begin{array}{r}
T_{n}(k)=\frac{2 N_{n}}{(2 \pi)^{\frac{1}{2}}\left\{\frac{\tilde{\beta}^{2}+\alpha_{n}^{2}}{\left(\tilde{\beta}^{2}+k^{2}\right)\left(\alpha_{n}+k\right)}\right.}\left[\frac{\alpha_{n} \sin \left(\alpha_{n}-k\right)}{\alpha_{n}-k}\right. \\
\left.\left.\quad+\cos \alpha_{n} \sin k\right\}\right] . \tag{A10}
\end{array}
$$

Now we turn to the three-dimensional case, which is closely analogous to the one-dimensional one, except that scalar variables become vector ones. Thus, consider the Schrödinger equation for the relative motion of two particles with interparticle distance $r^{\prime}$, and interparticle potential $V\left(r^{\prime}\right)$. With

$$
V\left(r^{\prime}\right)=-V_{0} u\left(r^{\prime} \mid a\right)
$$

we have with

$$
r=r^{\prime} \mid a
$$

and the same definitions as in Eq. (A3) for $\tilde{\beta}$ and $\tilde{w}$,

$$
\begin{equation*}
\nabla^{2} \psi-\left(\tilde{w} u(r)+\tilde{\beta}^{2}\right) \psi=0 \tag{All}
\end{equation*}
$$

The set of solutions of this equation with $\tilde{\beta}$ fixed and $\tilde{w}$ considered as eigenvalues are the Sturmian functions, which we call $S(\mathbf{r})$. They are labeled by the multiple quantum numbers of three-dimensions, which we can represent by a vector subscript $\mathbf{l}$. Thus as a function of $\mathbf{r}$ they satisfy the relabeled Eq. (A11),

$$
\begin{equation*}
\nabla^{2} S_{1}-\left(\tilde{w}_{1} u(r)+\tilde{\beta}^{2}\right) S_{\mathrm{I}}=0 \tag{A12}
\end{equation*}
$$

We call the Fourier transform $T_{1}(\mathbf{k})$,

$$
\begin{equation*}
T_{1}(\mathbf{k})=\frac{1}{(2 \pi)^{\frac{3}{2}}} \int S_{1}(\mathbf{r}) e^{i \mathbf{k} \cdot \mathbf{r}} d \mathbf{r} \tag{A13}
\end{equation*}
$$

With this vector notation the properties of the $S_{1}(\mathbf{r})$ and $T_{1}(\mathbf{k})$ are very close to those of their one-dimensional counterparts. Thus the normalization condition analogous to (A7) reads

$$
\begin{equation*}
\int S_{\mathbf{n}}^{*}(\mathbf{r}) S_{\mathbf{l}}(\mathbf{r}) u(r) d \mathbf{r}=\delta_{\mathbf{n} \mathbf{l}} \tag{A14}
\end{equation*}
$$

Similarly, the analogs of (A6) and (A9) are

$$
T_{1}(\mathbf{k})=\frac{\tilde{w}_{1}}{(2 \pi)^{3}\left(k^{2}+\tilde{\beta}^{2}\right)} \iint u(r) T_{1}\left(\mathbf{k}^{\prime}\right) e^{i \mathbf{r} \cdot\left(\mathbf{k}^{\prime}-\mathbf{k}\right)} d \mathbf{r} d \mathbf{k}^{\prime}
$$

and

$$
\int\left(k^{2}+\beta^{2}\right) T_{\mathrm{m}}^{*}(\mathbf{k}) T_{\mathrm{l}}(\mathbf{k}) d \mathbf{k}=\delta_{\mathrm{ml}} \tilde{w}_{\mathrm{m}}
$$

For practical applications we must of course specify the functions $T_{1}(\mathbf{k})$ more concretely. If then we consider the vector subscript 1 to stand for the three conventional quantum numbers $n l m$ of three dimensions we can think of the functions $T_{1}(\mathbf{k})$ as products of a function of $k$ and a spherical harmonic

$$
T_{\mathbf{l}}(\mathbf{k}) \rightarrow T_{n l}(k) Y_{l m}\left(\Omega_{k}\right)
$$

Similarly,

$$
S_{1}(\mathbf{r}) \rightarrow S_{n l}(r) Y_{l m}\left(\Omega_{r}\right) \quad \text { and } \quad \tilde{w}_{1} \rightarrow w_{n l}
$$

Now we consider specifically the Sturmian set for the square well

$$
u(r)=\left\{\begin{array}{lc}
0, & 0<r<1 \\
1, & r>1
\end{array}\right.
$$

We shall be particularly interested in the case $l=0$ for which the functions $S_{n 0}$ are readily found to be, with $\alpha_{n}=\left(\tilde{w}_{n 0}-\tilde{\beta}^{2}\right)^{\frac{1}{2}}, \alpha_{n} \cot \alpha_{n}=-\tilde{\beta}$,

$$
S_{n 0}=\left\{\begin{array}{cc}
N_{n 0} \sin \alpha_{n} r / r, & r<1  \tag{Al5}\\
N_{n 0} \sin \alpha_{n} \exp \tilde{\beta}(1-r) / r, & r>1
\end{array}\right.
$$

The normalization constant $N_{n 0}$ is determined from the relation (A14) which reads

$$
\begin{equation*}
\int_{0}^{1}\left|S_{n 0}(r)\right|^{2} r^{2} d r=1 \tag{A16}
\end{equation*}
$$

and from which we find

$$
\begin{equation*}
N_{n 0}=\left[2 /\left(1-\left(\sin 2 \alpha_{n} / 2 \alpha_{n}\right)\right)\right]^{\frac{1}{2}} \tag{A17}
\end{equation*}
$$

From the result (A15) we also find the expression for $T_{n 0}(k)$,

$$
\begin{aligned}
T_{n 0}(k)= & \frac{2\left(\beta^{2}+\alpha_{n}^{2}\right)}{\sqrt{\pi}\left(1-\frac{\sin 2 \alpha_{n}}{2 \alpha_{n}}\right)^{\frac{1}{2}} k\left(\alpha_{n}+k\right)\left(\beta^{2}+k^{2}\right)} \\
& \quad \times\left\{\frac{\alpha \sin \left(\alpha_{n}-k\right)}{\left(\alpha_{n}-k\right)}-\sin \alpha_{n} \cos k\right\}
\end{aligned}
$$
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